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Abstract

Let $G$ be a compact Lie group, $N \geq 1$ and $L > 0$. The random geometric graph on $G$ is the random graph $\Gamma_{\text{geom}}(N, L)$ whose vertices are $N$ random points $g_1, \ldots, g_N$ chosen under the Haar measure of $G$, and whose edges are the pairs $\{g_i, g_j\}$ with $d(g_i, g_j) \leq L$, $d$ being the distance associated to the standard Riemannian structure on $G$. In this paper, we describe the asymptotic behavior of the spectrum of the adjacency matrix of $\Gamma_{\text{geom}}(N, L)$, when $N$ goes to infinity.

1. If $L$ is fixed and $N \to +\infty$ (Gaussian regime), then the largest eigenvalues of $\Gamma_{\text{geom}}(N, L)$ converge after an appropriate renormalisation towards certain explicit linear combinations of values of Bessel functions.

2. If $L = O(N^{-\frac{\dim G}{2}})$ and $N \to +\infty$ (Poissonian regime), then the geometric graph $\Gamma_{\text{geom}}(N, L)$ converges in the local Benjamini–Schramm sense, which implies the weak convergence in probability of the spectral measure of $\Gamma_{\text{geom}}(N, L)$.

In both situations, the representation theory of the group $G$ provides us with informations on the limit of the spectrum, and conversely, the computation of this limiting spectrum involves many classical tools from representation theory: Weyl’s character formula and the weight lattice in the Gaussian regime, and a degeneration of these objects in the Poissonian regime. The representation theoretic approach allows one to understand precisely how the degeneration from the Gaussian to the Poissonian regime occurs, and the article is written so as to highlight this degeneration phenomenon. In the Poissonian regime, this approach leads us to an algebraic conjecture on certain functionals of the irreducible representations of $G$.
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1 Random geometric graphs on compact Lie groups

In this paper, \( \mathbb{Z}, \mathbb{R}, \mathbb{C} = \mathbb{R} \oplus i\mathbb{R} \) and \( \mathbb{H} = \mathbb{R} \oplus i\mathbb{R} \oplus j\mathbb{R} \oplus k\mathbb{R} = \mathbb{C} \oplus j\mathbb{C} \) denote respectively the set of integers, the field of real numbers, the field of complex numbers, and the division algebra of quaternionic numbers.

1.1 Spectrum of large random graphs

We call graph a pair \( \Gamma = (V,E) \) with \( V \) finite set, and \( E \) finite subset of the set of pairs \( \{v,w\} \) with \( v \neq w \) in \( V \). In particular, the random graphs that we shall consider in this paper will always be unoriented and simple, that is without loop or multiple edge. Our computations will also involve (deterministic) oriented or labeled graphs, possibly with loops or with multiple edges, but this will be recalled each time by using in particular the terminologies of circuits and reduced circuits (Section 5). The size of a graph is the cardinality \( N = |V| \) of its vertex set.

![Figure 1: A (simple, unoriented) graph, its adjacency matrix and its spectrum.](image)

The adjacency matrix of a graph \( \Gamma \) of size \( N \) is the matrix \( A_\Gamma \) of size \( N \times N \), with rows and columns labeled by the vertices of \( \Gamma \), and with coefficients

\[
A_\Gamma(v,w) = \begin{cases} 
1 & \text{if} \ \{v,w\} \in E, \\
0 & \text{otherwise}.
\end{cases}
\]

In particular, the diagonal coefficients of the adjacency matrix of a simple graph are all equal to zero. The adjacency matrix of a graph \( \Gamma \) being a real symmetric matrix, its spectrum \( \text{Spec}(\Gamma) \) consists of \( N \) real eigenvalues \( c_1 \geq c_2 \geq \cdots \geq c_N \) (see Figure 1). The knowledge of the spectrum yields many informations on the geometry of the graph: mean and maximal number of neighbors of a vertex; chromatic number; number of edges, triangles, spanning trees; expansion properties, Cheeger constant; etc. We refer to [24, 34] for an introduction to this algebraic graph theory. The purpose of this paper is to study the spectrum of a class of random graphs drawn on certain Riemannian manifolds \( X \), by using the representation theory of the isometry group of \( X \). The simplest example of random graphs that one can think of is when each possible edge \( \{i,j\} \) between points of \( V = [1,N] = \{1,2,\ldots,N\} \) is kept at random, according to a Bernoulli law of parameter \( p \), independently for each pair. One obtains the Erdős–Rényi random graphs ([31]), and if \( p \) is not too small (e.g. larger than \( N^{-1/3} \)), the eigenvalue distribution \( \frac{1}{N} \sum_{i=1}^{N} \delta_{c_i} \) of \( \Gamma_{ER}(N,p) \) admits after appropriate renormalisation a deterministic continuous limit.
Spectrum of a random geometric graph on a compact Lie group

which is the Wigner semicircle law \( \frac{1}{\pi} \sqrt{4 - x^2} 1_{-2 < x < 2} \, dx \); see Figure 2. We refer to the recent papers [30, 29] for a detailed study of this model, including results on the spacing of eigenvalues and on the edge of the spectrum.

\[
\int_{-2}^{2} \frac{1}{\pi} \sqrt{4 - x^2} \, dx
\]

Figure 2: The cumulative distribution function of a renormalisation of the spectrum of a random Erdős–Rényi graph of parameter \( p = 0.1 \), with \( N = 50 \) vertices; and the limiting semicircle distribution.

1.2 Random geometric graphs

A more complicated model consists in geometric graphs, that can be defined on any measured metric space. Let \( (X,d) \) be a metric space, and \( m \) be a Borel probability measure on \( X \). Given a positive real number \( L > 0 \), the random geometric graph with \( N \) points and level \( L \) is the random graph \( \Gamma = (V,E) \) with

- the \( N \) vertices \( v_1, \ldots, v_N \) of \( V \) chosen randomly in \( X \) according to the probability measure \( m \otimes \mathcal{N} \) on \( X^N \).
- an edge between \( v_i \) and \( v_j \) if and only if \( d(v_i,v_j) \leq L \).

For the Euclidean case, when \( X = \mathbb{R}^p \), \( d(x,y) = \|x - y\| \) is the Euclidian distance and \( m \) is a measure on \( \mathbb{R}^p \), we refer to the monograph [59], where most of the classical questions on random graphs (subgraph counts, threshold for connectivity, existence of a giant connected component, etc.) are answered. In this setting, the spectrum of the adjacency matrix has been studied in [16], see also [17, 28] for the case where \( \mathbb{R}^p \) is replaced by the torus \( \mathbb{T}^p = (\mathbb{R}/\mathbb{Z})^p \). In [28], the distance between points of the torus is the Euclidean distance, whereas in [17] this is the \( \ell^\infty \)-distance (which does not correspond to a Riemannian structure). The goal of this article is to extend this work to a general setting of compact Riemannian manifolds that satisfy a certain symmetry property. An important point is that in the regime where \( L \) is fixed and \( N \) goes to infinity, the asymptotics of the spectrum are discrete instead of continuous. We only get a continuous limiting distribution in the thermodynamic limit where \( L = L_N \to 0 \) is chosen so that the mean number of neighbors of a given vertex is a \( O(1) \).

Example 1.1. In Figure 3, we have drawn in stereographic projection a random geometric graph on the real sphere \( \mathbb{S}^2 \), with \( m \) equal to Lebesgue’s spherical measure, \( N = 100 \) points, and \( L = \frac{\pi}{8} \) (one eighth of the diameter of the space).

1.3 Compact symmetric spaces

Let us now explain which measured metric spaces \( (X,d,m) \) will be allowed in this paper. We want \( (X,d) \) to be a Riemannian manifold (cf. [45]), that is a smooth manifold \( X \) endowed with scalar products \( \langle \cdot | \cdot \rangle_{T_x X} \) on each tangent space \( T_x X \), these scalar
products varying smoothly with $x$. The Riemannian structure allows one to measure the distance between two points:

$$d(x,y) = \inf_{\gamma:[0,1] \to X \text{ smooth path}} \left( \int_0^1 \sqrt{\langle \gamma'(t) \mid \gamma'(t) \rangle_{T_{\gamma(t)}X}} \, dt \right).$$

A geodesic on a Riemannian manifold $X$ is a (smooth) path that minimises locally the distances; it is the solution of an order 2 differential equation, the Euler–Lagrange equation ([45, Lemma 1.4.4]). If $X$ is a compact Riemannian manifold, then for any $x \in X$ and any vector $v$ of norm 1 in $T_x X$, there is a unique geodesic $\gamma_{x,v} : \mathbb{R} \to X$ with $\gamma_{x,v}(0) = x$, $\gamma_{x,v}'(0) = v$ and $\|\gamma_{x,v}'(t)\|_{T_{\gamma_{x,v}(t)}X} = 1$ for any $t \in \mathbb{R}$.

The computation of the spectrum of a random geometric graph on a Riemannian manifold $X$ relies on the harmonic analysis of this space. If $X$ has some symmetry properties, then this harmonic analysis turns into algebraic combinatorics, which allow exact calculations. Thus, in the sequel, we shall restrict ourselves to the more convenient setting of compact symmetric Riemannian manifolds. A compact Riemannian manifold $X$ is called a (globally) symmetric space if, for any $x \in X$, there exists a (unique) involutive isometry $s_x \in \text{Isom}(X)$ that reverses the geodesics, that is to say that it sends $\gamma_{x,v}(t)$ to $\gamma_{x,v}(-t)$ for any $v \in S(T_x X)$. Intuitively, this means that the geodesics meeting at a point $x \in X$ are arranged in a nice symmetric way around their starting point, see Figure 4. There is a complete classification of the (compact) symmetric spaces due to Cartan, see [40, Chapter X]. To simplify a bit the discussion, we shall assume $X$ to be simply connected. In the general case, a connected but non simply connected compact symmetric space $X$ admits a universal cover $\tilde{X}$ which is still a compact symmetric space, and whose covering map $\pi : \tilde{X} \to X$ has finite degree. This allows one to transfer most results and techniques from $\tilde{X}$ to $X$. Later, we shall for instance explain how to deal with the case of the special orthogonal groups $\text{SO}(n \geq 3)$, which are symmetric spaces with fundamental group $\pi_1(\text{SO}(n)) = \mathbb{Z}/2\mathbb{Z}$, and which are covered by the simply connected spin groups $\text{Spin}(n)$.

Figure 3: A random geometric graph on $\mathbb{R}S^2$, with $N = 100$ and $L = \frac{\pi}{8}$ (the blue circle is the equator).
If $X$ is a simply connected compact symmetric space, then it is isometric to a unique product $X_1 \times X_2 \times \cdots \times X_r$ of such spaces, with each $X_i$ that cannot be split further. The $X_i$’s are called irreducible or simple simply connected compact symmetric spaces. Then, the classification of simple and simply connected compact symmetric spaces (in short, ssccss) is the following:

1. either $X = G$ is one of the classical simple and simply connected compact Lie groups, associated to the root systems of type $A_{n \geq 1}$, $B_{n \geq 2}$, $C_{n \geq 3}$, $D_{n \geq 4}$, $G_2$, $F_4$, $E_6$, $E_7$ or $E_8$. In this case, $(\text{Isom}(X))^0 = G \times G$.

2. or, $X = G/K$, with $G$ simple and simply connected compact Lie group, and $K$ closed subgroup with $G^\theta, 0 \subset K \subset G^\theta$, where $G^\theta$ denotes the set of fixed points of an involutive automorphism $\theta : G \rightarrow G$, and $G^\theta, 0$ is the connected component of the neutral element in $G^\theta$. In this case, $(\text{Isom}(X))^0 = G$.

We call a ssccss of group type or of non-group type according to the aforementioned classification. The Riemannian structure on each ssccss $X = G$ or $X = G/K$ is unique up to a scalar multiple, and we shall explain in a moment how to construct it. Moreover, this Riemannian structure on $X$ yields a natural volume form $d\omega$ with finite mass. After renormalisation, this volume form produces a probability measure $m = d\omega/(\int_X d\omega)$ on $X$ that is invariant by the group of isometries of $X$. Therefore, every ssccss is naturally endowed with a distance $d$ and a probability measure $m$.

Our objective is to study random geometric graphs in the general setting of ssccss. The harmonic analysis of the two types (group and non-group) is in theory quite similar, and in each case there is an explicit description of the spherical functions of the space (see the works of Helgason [39, 40, 41]). However, the manipulation of the spherical functions in the non-group case (which includes Grassmannian manifolds and Lagrangian Grassmannian manifolds) is in practice more difficult. Therefore, in this paper, we shall in many cases restrict our study to the group type, hence to the classical sscc Lie groups. We shall only treat the non-group type when the results extend almost immediately to this case. More precisely, the non-group type ssccss will appear in the following sections:

- Section 3.4: when studying the Gaussian regime in the symmetric spaces with rank one, the irreducible characters are replaced by the zonal spherical functions, which are in this case the orthogonal Laguerre or Jacobi polynomials, hence explicit and easy to manipulate.

- Section 4: the Benjamini–Schramm local convergence holds for all the symmetric spaces, and the argument is exactly the same in the group and non-group case.
1.4 Compact Lie groups and normalisation of the Riemannian structure

In the following we fix a simple simply connected compact (in short sscc) Lie group $G$. Given a compact Lie group $G$, the tangent space $g = T_{eG}G$ at the neutral element $e_G$ is endowed with a structure of Lie algebra; we denote $[X, Y] = (ad X)(Y)$. The opposite of the Killing form

$$\langle X \mid Y \rangle_g = - \text{tr}(ad X \circ ad Y). \quad (1.1)$$

is a symmetric and positive-definite bilinear form on $g$ which is invariant by the adjoint action of $G$ on $g$. We transport this scalar product to any tangent space $T_gG$ by the rule

$$\langle V \mid W \rangle_{T_gG} = \langle d_g L_{g^{-1}}(V) \mid d_g L_{g^{-1}}(W) \rangle_{T_{eG}G}$$

where $L_{g^{-1}} : G \to G$ is the multiplication on the left by $g^{-1}$, and $d_g L_{g^{-1}}$ is the differential of this map at $g$. By construction, the Riemannian structure thus obtained is $G$-invariant on the left, and it is also $G$-invariant on the right since $\langle \cdot | \cdot \rangle_g$ is $\text{Ad}(G)$-invariant. In the sequel, the Riemannian structure on a classical sscc Lie group will always be the one associated to the bilinear form of Equation (1.1). The corresponding balls $B_{(x, L)} = \{ y \in G \mid d(x, y) \leq L \}$ for the geodesic distance $d$ will be described in Section 3.1. We shall recall in a moment that almost all the sscc Lie groups are classical groups of matrices over the real, the complex or the quaternionic numbers. The Killing form writes then as $\text{tr}(ad X \circ ad Y) = c \text{Re}(\text{tr}(XY))$, with $c = n - 2$ when $g = \text{so}(n)$; $c = 2n$ when $g = \text{su}(n)$; and $c = 4n + 4$ when $g = \text{sp}(n)$ (the real part of the trace is only needed in this last case).

**Example 1.2.** Consider the group of special unitary matrices

$$\text{SU}(2) = \{ M \in M(2, \mathbb{C}) \mid MM^* = M^*M = I_2, \det M = 1 \}.$$ 

It is a sscc Lie group with real dimension 3, and it is diffeomorphic to the unit sphere $S^3$. Its Lie algebra is the space of anti-hermitian matrices $\text{su}(2) = \{ M \in M(2, \mathbb{C}) \mid M^* = -M, \text{tr}(M) = 0 \}$, and the opposite Killing form is equal to $\langle M \mid N \rangle_{\text{su}(2)} = -4 \text{tr}(MN) = 4 \text{tr}(M^*N)$. For the corresponding Riemannian structure, the distance in $\text{SU}(2)$ between two unitary matrices $U_1$ and $U_2$ is

$$d(U_1, U_2) = 2\sqrt{2} |\theta(U_1U_2^{-1})|,$$

where $e^{\pm i\theta(M)}$ are the two eigenvalues of a unitary matrix $M \in \text{SU}(2)$, with $\theta(M) \in [0, \pi]$. Indeed, $d(U_1, U_2) = d(U_1 U_2^{-1}, I_2) = d(\text{diag}(e^{i\theta(U_1U_2^{-1})}, e^{-i\theta(U_1U_2^{-1})}), I_2)$, and a geodesic connecting $I_2$ to the diagonal matrix $\text{diag}(e^{i\theta}, e^{-i\theta})$ is

$$\gamma : t \in [0, 1] \mapsto \exp \begin{pmatrix} ti\theta & 0 \\ 0 & -ti\theta \end{pmatrix},$$

which has constant speed $||\gamma'(t)|| = 2\sqrt{2} \theta$. In particular, the diameter of $\text{SU}(2)$ with this normalisation is $2\sqrt{2} \pi$.

If $X = G/K$ is a ssccs of non-group type, we denote $\pi_X : G \to X$ the canonical projection, and $o = \pi_X(e_G) = K$. The tangent space $T_oX$ identifies through $T_{eG}\pi_X$ with the Killing orthogonal complement $p$ of the Lie subalgebra $\mathfrak{t}$ of $K$ in $g$. The restriction of the scalar product from Equation (1.1) to $p$ can be transported to any tangent space $T_xX$ by using the action of $G$:

$$\langle V \mid W \rangle_{T_xX} = \langle d_x A_g^{-1}(V) \mid d_x A_g^{-1}(W) \rangle_{T_{eG}G},$$

where $x = g \cdot o$ and $A_g : X \to X$ is the action of $g$ on $X$. By construction, the Riemannian structure thus obtained makes $G$ act on $X$ by isometries. In the sequel, the Riemannian
structure on a sscc of non-group type will be the one obtained by this construction. However, in the specific case of sscc of rank one (Section 3.4), we shall multiply this Riemannian metric by a multiplicative constant so as to fit the classical definitions. The following example explains why this modification is natural.

**Example 1.3.** Suppose that $X = \mathbb{C}P^n = SU(n+1)/S(U(n) \times U(1))$ is the complex projective space. If $Z = (z_0, \ldots, z_n)$ belongs to $\mathbb{C}P^{n+1} \setminus \{0\}$, we denote $[Z] = [z_0, z_1, \ldots, z_n]$ the corresponding line in $\mathbb{C}P^n$. The reference point in $X$ is $o = [0, \ldots, 0, 1]$. The standard Riemannian metric on $\mathbb{C}P^n$ is the Fubini–Study metric, defined by

$$\langle V \mid W \rangle_{[Z]} = \frac{\|Z\|^2}{\|Z\|^4} \langle V, W \rangle - \langle V, Z \rangle \langle Z, W \rangle,$$

where $\|Z\|^2 = \sum_{i=0}^n |z_i|^2$ and $(V, Z)$ is the real scalar product on $\mathbb{C}^n$ corresponding to this norm. In this formula, a vector $V \in \mathbb{C}^{n+1}$ is sent to the element of $T_{[Z]}\mathbb{C}P^n$ which is the derivative at $t = 0$ of the smooth curve $([Z] + tV) = [z_0 + tv_0, \ldots, z_n + tv_n] \in \mathbb{R}$; the kernel of the linear map $\mathbb{C}^{n+1} \to T_{[Z]}\mathbb{C}P^n$ is the line $[Z]$. In particular, if $[Z] = o$, then we have the identification $\mathbb{C}^n = T_o\mathbb{C}P^n$, and the scalar product on $\mathbb{C}^n$ inherited from the Fubini–Study metric is simply $\langle V \mid V \rangle = \sum_{i=0}^{n-1} |V_i|^2$. Now, the Riemannian structure obtained by $SU(n+1)$-transport of the restriction to $p = T_o\mathbb{C}P^n$ of the opposite Killing form is a scalar multiple of this metric. Indeed, we have

$$p = \left\{ \begin{pmatrix} 0 & \cdots & 0 & z_0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & z_{n-1} \\ -z_0 & \cdots & -z_{n-1} & 0 \end{pmatrix} \right\}, \quad (z_0, \ldots, z_{n-1}) \in \mathbb{C}^n,$$

and the tangent map $T_{I_{n+1}}\pi_{\mathbb{C}P^n}$ sends the skew-Hermitian matrix $M(z_0, \ldots, z_{n-1})$ to the vector $(z_0, \ldots, z_{n-1})$ in $\mathbb{C}^n = T_o\mathbb{C}P^n$. As the Killing form of $SU(n+1)$ is $(A, B) \mapsto (2n + 2) \text{tr}(AB)$, we conclude that the scalar product on $\mathbb{C}^n$ given by the structure of symmetric space is $\langle V \mid V \rangle = (4n + 4) \sum_{i=0}^{n-1} |V_i|^2$, hence $(4n + 4)$ times the “standard” scalar product.

To conclude this section, let us detail a bit more the classification of sscc Lie groups. They are:

- the special unitary groups $SU(n)$ with $n \geq 2$:

$$SU(n) = \{ M \in M(n, \mathbb{C}) \mid M^*M = MM^* = I_n, \det M = 1 \};$$

- the compact symplectic groups $USp(n)$ with $n \geq 2$:

$$USp(n) = \{ M \in M(n, \mathbb{H}) \mid M^\dagger M = MM^\dagger = I_n \},$$

where $(M^\dagger)_{ij} = \overline{M_{ji}}$, the conjugate of a quaternion $a + ib + jc + kd$ being $a - ib - jc - kd$;

- the spin groups $\text{Spin}(n)$ with $n \geq 7$, which are double covers of the special orthogonal groups

$$\text{SO}(n) = \{ M \in M(n, \mathbb{R}) \mid M^\dagger M = MM^\dagger = I_n, \det M = 1 \},$$

and which are simply connected (whereas $\pi_1(\text{SO}(n)) = \mathbb{Z}/2\mathbb{Z}$ for any $n \geq 3$).
There are also 5 exceptional cases which are associated to the root systems $G_2$, $F_4$, $E_6$, $E_7$ and $E_8$, and which all related to the geometry of the algebra of octonions (see [8]). For instance, consider the exceptional Jordan algebra $A(3, O)$ (the so-called Albert algebra), which is the algebra of real dimension 27 that consists in Hermitian $3 \times 3$ octonionic matrices, endowed with the Jordan product

$$A \circ B = \frac{AB + BA}{2}.$$  

One can show that the automorphism group of this algebra is a simply connected simple compact Lie group of real dimension 52, associated to the root system $F_4$. As the exceptional Lie groups do not possess adequate systems of (matrix) coordinates, it is quite difficult to express distances on them. Thus, in these cases, our theoretical results will remain mainly abstract. On the other hand, for the "classical" sscc groups

$$\text{SU}(n \geq 2), \text{USp}(n \geq 2), \text{Spin}(n \geq 7),$$

all our results will be explicit; see the appendix (Section 6) for explanations and computations on these groups. Note that one can extend many of our results to a slightly more general setting, with reductive connected Lie groups instead of sscc Lie groups. The case of the special orthogonal groups $\text{SO}(n)$, which are not simply connected, is for instance explained in Remark 6.1.

### 1.5 Main results and outline of the paper

When studying the random geometric graphs $\Gamma = \Gamma_{\text{geom}}(N, L)$ on a compact Riemannian manifold $X$, there are two interesting asymptotic regimes which one can consider:

1. the Gaussian regime, where $L$ is fixed but $N$ goes to infinity; in this setting the adjacency matrix $A_\Gamma$ is dense.
2. the Poissonian regime, where $L = L_N$ decreases to zero in such a way that each vertex of $\Gamma$ has an $O(1)$ number of vertices; in this setting the adjacency matrix $A_\Gamma$ is sparse.

**Gaussian regime** The adjacency matrix $A_\Gamma$ can be considered as a finite-dimensional (random) approximation of the operator of convolution by the kernel $h(x, y) = 1_{d(x, y) \leq L}$. In particular, a result due to Giné and Koltchinskii [33] relates the asymptotics of the spectrum of $A_\Gamma$ to the eigenvalues of the operator of convolution by $h$ (Section 2.1). Suppose that $X = G$ is a ssccss of group type. By using the representation theory of compact Lie groups, one can compute these eigenvalues, which drive the highest frequencies of the random geometric graph, that is the asymptotic behavior of the largest eigenvalues of $A_{\Gamma_{\text{geom}}}(N, L)$. In Sections 2.2 and 2.3, we present the arguments from representation theory that show that there is one limiting eigenvalue $c_\lambda$ of

$$\frac{1}{N} \text{Spec}(A_{\Gamma_{\text{geom}}}(N, L)) = \left( \frac{c_1(N)}{N} \geq \frac{c_2(N)}{N} \geq \cdots \geq \frac{c_N(N)}{N} \right)$$

for each dominant weight $\lambda$ of the group $G$. This eigenvalue $c_\lambda$ has a multiplicity related to the dimension of the corresponding irreducible representation of $G$. In Section 3, we complete this theoretical result by an explicit calculation of $c_\lambda$ (Theorem 3.1). Thus, each limiting eigenvalue $c_\lambda$ is given by a finite linear combination of values of Bessel functions of the first kind $J_\beta$, see Section 3.2. In Section 3.3, we deduce from this result an estimate of the spectral radius and of the spectral gap of the matrix $A_{\Gamma_{\text{geom}}}(N, L)$ when $L$ is fixed and $N$ goes to infinity. If instead of a group $G$ we consider a ssccss of non-group type $G/K$,
the same techniques apply in theory, but with the irreducible representations replaced by the spherical representations of the pair \((G, K)\), and the irreducible characters by the zonal spherical functions. These functions can be cumbersome to deal with in the general case, but if \(G/K\) has rank one (meaning that there are no totally geodesic flat submanifold of dimension strictly larger than 1), then they are simply the Laguerre or Jacobi polynomials, and the computations can be explicitly performed; we explain this in Section 3.4.

**Poissonian regime** We consider again a general ssccss \(X\). The connection distance \(L_N\) is normalised as follows:

\[
L_N = \left( \frac{\ell}{N} \right)^{\frac{1}{\dim X}},
\]

with \(\ell > 0\) fixed. Then, the number of neighbors of any vertex \(v_i\) of \(\Gamma_{\text{geom}}(N, L_N)\) follows a binomial law

\[
B\left( N - 1, \frac{\text{vol}(B(v_i, L_N))}{\text{vol}(X)} \right),
\]

where \(\text{vol}(X)\) is the volume of the symmetric space \(X\) for the volume form associated to the Riemannian structure given by Equation (1.1), and \(\text{vol}(B(v_i, L_N))\) is the volume of the ball in \(X\) with center \(v_i\) and radius \(L_N\). As \(N\) goes to infinity, this volume behaves like the volume of a Euclidean ball with the same dimension, which is

\[
\frac{\pi^{\frac{\dim X}{2}}}{\Gamma\left(1 + \frac{\dim X}{2}\right)} (L_N)^{\dim X} = c(\dim X) \frac{\ell}{N}, \quad \text{with } c(\dim X) = \frac{\pi^{\frac{\dim X}{2}}}{\Gamma\left(1 + \frac{\dim X}{2}\right)}.
\]

Therefore, in the limit \(N \to \infty\), the number of neighbors of any vertex \(v_i\) of \(\Gamma_{\text{geom}}(N, L_N)\) has a law close to a Poisson law of parameter \(c(\dim X) \ell / \text{vol}(X)\); in particular it is a \(O(1)\). More generally, for any \(n \geq 1\) and any fixed vertex \(v_i\), one can show that the subgraph of \(\Gamma_{\text{geom}}(N, L_N)\) which consists in vertices at distance smaller than \(n\) from \(v_i\) has a limit in law in the set of rooted finite graphs. This is the *convergence in the local Benjamini–Schramm sense* [9], and the limit only depends on the dimension \(\dim X\) and on the parameter \(\ell/\text{vol}(X)\); see Sections 4.1–4.3, and in particular our Theorem 4.6. We prove this result by developing a general theory relating the convergence of pointed metric spaces to the local Benjamini–Schramm convergence of the random geometric graphs drawn on such spaces; see Theorem 4.11.

It is then known from [19, 2, 20, 18] that under appropriate assumptions, the local convergence of random graphs implies the convergence in law of the spectral measures

\[
\nu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{c_i(N)}
\]

of the graphs \(\Gamma_{\text{geom}}(N, L_N)\) towards a limiting probability measure \(\mu\). We check the conditions to apply this result in Section 4.4; one needs to verify that two random roots in \(\Gamma_{\text{geom}}(N, L_N)\) give rise to two independent local limits, and this is a consequence of the structure of group or homogeneous (symmetric) space. We also prove that the limiting measure \(\mu\) of the spectral measures \(\nu_N\) is determined by its moments, and that we have convergence in probability of the moments.

**From random graphs to a conjecture in representation theory** Moving on from there, one can try to obtain more information on the limiting distribution \(\mu\). For instance, one expects it to be compactly supported, but this result does not follow from the abstract link between local Benjamini–Schramm convergence and convergence of the spectral
measure. The crude upper bounds proving that $\mu$ is determined by its moments also do not imply the compactness of the support. This leads one to try to improve these bounds, and to develop techniques that enable one to compute all the moments $M_s = \int_R x^s \mu(dx)$. In the sequel, we focus on the case where $X = G$ is a sccc Lie group.

1. In Section 5.1, we start by giving a circuit expansion of the expected moments, which is a combinatorial expansion of $E[\int_R x^s \nu_N(dx)]$ involving certain labeled graphs. This expansion implies that each moment $M_s$ is a polynomial with degree $s - 1$ in the parameter $\ell$ (see Theorem 5.4).

2. Since the graph limit in the local sense does not depend on the group $G$ and only depends on $\dim G$ and $\ell/\vol(G)$, the same is true for the limiting spectral measure $\mu$, and therefore one can replace $G$ by a simpler group, namely, the torus $T^{\dim G}$. We plan to pursue this approach in a forthcoming paper; even with this simplification, it is not easy to obtain good bounds on the moments $M_s$, as it amounts to count (reduced) circuits with certain weights (see Remark 5.10).

Aside from the search for good upper bounds on the moments $M_s$, there is actually an interest in keeping the base model $G$ instead of the flat model $T^{\dim G}$. It turns out that the Poissonian regime of random geometric graphs, which we approach in Section 4 with the geometric notion of local Benjamini–Schramm convergence, can also be studied with representation theoretic tools (Section 5). In this setting, the computation of the moments sheds a different light on the degeneration from the Gaussian to the Poissonian regime, and it eventually leads to an algebraic conjecture which we state below, and which concerns certain joint integrals of characters of $G$. Let us explain briefly how one is led to it:

1. The formulas in the Gaussian regime (Section 3) rely mainly on the Weyl formula for the characters of the irreducible representations of $G$. When going from the Gaussian to the Poissonian regime and trying to compute the first moments $M_s$ in the model $G$ (specifically, for $s \leq 5$), the Weyl formula degenerates into a product of partial derivatives, and the sums over dominant weights become integrals over Weyl chambers and products thereof; see Section 5.2. This is a typical result from asymptotic representation theory, and as far as we know this explicit degeneration has not been pointed at previously in a study of random objects associated to groups.

2. The previous degeneration concerns the terms of the circuit expansion of a moment $M_s$ which corresponds to a reduced circuit with one vertex. When $s \in \{6, 7\}$, one starts to see contributions from reduced circuits with two vertices, and their asymptotics is related to asymptotic formulas for the Littlewood–Richardson coefficients associated to large dominant weights. In the general case, these asymptotic formulas come from the Kashiwara–Lusztig theory of crystal bases and the Berenstein–Zelevinsky theory of string polytopes; they involve positive measures with piecewise polynomial densities, against which one integrates partial derivatives of Bessel functions in order to compute the contributions of the reduced circuits on two vertices; see Section 5.3. A similar kind of degeneration has been observed when studying Brownian motions in Weyl chambers, see [12].

3. Starting with $s \geq 8$, the circuit expansion of $M_s$ involves some reduced circuits with more than 3 vertices. These contributions are limits of certain series whose terms involve graph functionals of the irreducible characters of $G$ (Section 5.4). If we suppose that the limiting process happens in the same way as for 2-vertices reduced circuits, then we obtain the following conjecture. Suppose that $G$ is a
ssecc Lie group and that $S = (V(S), E(S))$ is a finite graph, possibly with multiple edges or loops and with an arbitrary orientation $a \to b$ of each edge $(a, b) \in E(S)$. We associate to each edge $e \in E(S)$ a dominant weight $\lambda_e$, which parametrises an irreducible finite-dimensional representation of $G$; see Section 2.3 for a reminder on this theory. The graph functional associated to $G$, $S$ and to this choice of dominant weights is:

$$
GF_S((\lambda_e)_{e \in E(S)}) = \int_{G^k} \left( \prod_{(a \to b) \in E(S)} \text{ch}^{\lambda_b}(g_a(g_b)^{-1}) \right) dg_1 \cdots dg_k, \tag{1.2}
$$

where $V(S) = \{1, 2, \ldots, k\}$, $dg$ is the Haar measure on $G$, and $\text{ch}^{\lambda_e}$ is the character of the irreducible representation $V^{\lambda_e}$ with highest weight $\lambda_e$. When $S$ has one or two vertices and several edges or loops, one recovers classical quantities such as the dimensions $\dim V^{\lambda}$ or the Littlewood–Richardson coefficients $c^{\mu,\nu}_{\lambda}$. The graph functionals defined by Equation (1.2) are generalisations of these quantities, and thus it is natural to try to compute them. Our study of random geometric graphs in the Poissonian regime led us to the following conjecture, which seems important:

**Conjecture 1.4.** Fix a ssecc Lie group $G$ and a connected graph $S$ as above, with $k$ vertices and $r$ edges. We denote $Z\Omega$ the weight lattice of $G$, see Section 2.3. There exists a sublattice $A_S \subset (Z\Omega)^r$ such that:

- If the integrality condition $(\lambda_e)_{e \in E(S)} \in A_S$ is not satisfied, then $GF_S((\lambda_e)_{e \in E(S)})$ vanishes.

- If the integrality condition $(\lambda_e)_{e \in E(S)} \in A_S$ is satisfied, then $GF_S((\lambda_e)_{e \in E(S)})$ equals the number of integer points in a polytope $\mathcal{P}((\lambda_e)_{e \in E(S)})$ whose generic dimension is

$$
\dim \mathcal{P}((\lambda_e)_{e \in E(S)}) = lr - (2l + d)(k - 1),
$$

with $d = \text{rank}(G)$ and $l = \frac{\dim(G) - \text{rank}(G)}{2}$. Here by generic we mean that the dimension of the polytope is equal to the right-hand side as soon as the dominant weights $\lambda_e$ are in the interior of the Weyl chamber. The equations that determine the polytope $\mathcal{P}((\lambda_e)_{e \in E(S)})$ are affine functions of the weights, and $\mathcal{P}((\lambda_e)_{e \in E(S)})$ is a part of the string cone $\mathcal{C}(G^r)$ of the ssecc Lie group $G^r$.

This conjecture implies some vanishing results which do not seem trivial at all; see Remark 5.9. We probably would never have obtained this conjecture without examining this concrete problem of computation of the moments $M_s$; it is a typical example of the interplay between random objects considered on spaces which admit a group of symmetry, and the asymptotic representation theory of these groups. Note that the conjecture is interesting in itself, but not at all for the original problem stated at the beginning of the paragraph (computing bounds on $M_s$), which is more of a combinatorial nature and which we do not intend to solve here (it is then required to consider the flat model $T^{\dim(G^r)}$). Our last Section 5 is devoted to the presentation of this conjecture, following the arguments that we have briefly exposed above. We also found it essential to explain how the degeneration from the Gaussian to the Poissonian regime of geometric graphs can be followed in representation theoretic terms, with degenerations of the Weyl formula, of sums over dominant weights and of Littlewood–Richardson coefficients; these results will certainly be interesting for specialists of asymptotic representation theory. A reader with a probabilistic background might not be familiar with the arguments from representation theory. He will find in this case:
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• in Section 2, a reminder of the classical Cartan–Weyl representation theory of sscc Lie groups; we also use this section to fix notations.

• an appendix (Section 6) with a list of conventions and results (choice of the maximal tori, description of the root systems and of the weight lattices, computation of the volumes of the groups, etc.); it allows one to apply concretely our results to the classical sscc Lie groups (SU(n), USp(n), SO(n) and Spin(n)).

• a second appendix (Section 7) with an explanation of the theory of crystals of representations and string polytopes; one can skip these explanations if one is not interested in the algebraic details that leads to Conjecture 1.4.

The reader with a more advanced knowledge of these algebraic results can safely skip these sections.

2 Ingredients from representation theory

In this section, $G$ is a fixed sscc Lie group, and $L > 0$ is a fixed level. The uniform probability measure $m$ on this space (Haar measure) will be denoted $dg$ or $dx$. By combining a result of Giné and Kolchinskii and the representation theory of compact groups, we relate the spectrum of the random adjacency matrix $A(N, L)$ of $\Gamma_{geom}(N, L)$ to the spectrum of an integral operator on $L^2(G, dg)$. This integral operator will be explicitly diagonalised in Section 3. The present section will also allow us to introduce many ingredients from representation theory that we shall use throughout the paper.

2.1 The Giné–Koltchinskii law of large numbers

We denote $L^2(G, dg)$ the set of complex-valued square-integrable functions on $G$. Let $b(x, y)$ be a real symmetric function on $G$, such that $\int_{G^2} (b(x, y))^2 \, dx \, dy < +\infty$. The convolution by $b$ induces a integral operator $T_b$ on $L^2(G, dg)$:

$$T_b : L^2(G, dg) \to L^2(G, dg)$$

$$f \mapsto (T_b(f) : x \mapsto \int_G b(x, y) f(y) \, dy).$$

This operator is auto-adjoint and of Hilbert–Schmidt class: given any (countable) orthonormal basis $(e_i)_{i \in I}$ of $L^2(G, dg)$, $\|T_b\|_{HS}^2 = \sum_{i \in I} \|T_b(e_i)\|_{L^2(G)}^2 = (\|b\|_{L^2(G)})^2$. Therefore, $T_b$ is a compact operator, and it admits a discrete real spectrum, which we label by integers:

$$\text{Spec}(T_b) = (c_{-1} \leq c_{-2} \leq \cdots \leq 0 \leq \cdots \leq c_2 \leq c_1 \leq c_0),$$

with $\lim_{|k| \to \infty} c_k = 0$ (here, we add an infinity of zeroes to the sequence $(c_k)_{k \in \mathbb{Z}}$ if needed, for instance when $T_b$ is of finite rank). The Hilbert–Schmidt class ensures that $\sum_{k \in \mathbb{Z}} (c_k)^2 < +\infty$. Now, a general result due to Giné and Kolchinskii (see [33]) ensures that one can approximate the operator $T_b$ by the random matrices

$$T_b(N) = \frac{1}{N} \left( (1 - \delta_{ij}) b(v_i, v_j) \right)_{1 \leq i, j \leq N},$$

where the $v_i$’s are independent random variables chosen according to the Haar measure $dg$ on $G$. The spectrum of $T_b(N)$ is a random set

$$\text{Spec}(T_b(N)) = (c_{-1}(N) \leq c_{-2}(N) \leq \cdots \leq 0 \leq \cdots \leq c_2(N) \leq c_1(N) \leq c_0(N)),$$

which approximates $\text{Spec}(T_b)$ in the following sense:
Theorem 2.1 (Giné-Koltchinskii, Theorem 3.1 in [33]). Under the previous assumptions, 
\[ \delta(\text{Spec}(T_h(N)), \text{Spec}(T_h)) = \sqrt{\sum_{k \in \mathbb{Z}} (c_k(N) - c_k)^2} \to 0 \quad \text{almost surely.} \]

This result yields readily the asymptotics of the spectrum of \( A(N, L) \) when \( L \) is fixed and \( N \) goes to infinity. Indeed, 
\[ \frac{A(N, L)}{N} = T_h(N) \quad \text{with } h(x, y) = 1_{d(x, y)\leq L}. \]

Now, notice that the operator \( T_h \) is in fact an operator of convolution by a function of one variable: for \( f \in \mathcal{L}^2(G, dg) \), 
\[ (T_h(f))(g) = \int_G 1_{d(g,u)\leq L} f(u) \, du = \int_G 1_{d(gu^{-1}, e)\leq L} f(u) \, du = (Z_L * f)(g), \]
where \( Z_L(g) = 1_{d(g,e)\leq L} \). Here we used the invariance of the distance \( d \) by the action of the group \( G \). Hence, \( T_h \) is an operator of convolution on \( \mathcal{L}^2(G, dg) \) by a function in \( \mathcal{L}^2(G, dg) \) which is invariant by conjugation. The next paragraphs explain how to use the representation theory of \( G \) in order to compute the eigenvalues of such a convolution operator (and therefore, the asymptotics of \( \text{Spec}(\Gamma_{\text{geom}}(N, L)) \) in the regime where \( L \) is fixed and \( N \to +\infty \)).

2.2 Convolution on a compact Lie group

Let \( G \) be a compact topological group endowed with its Haar measure \( dg \). We denote \( \hat{G} \) the set of classes of isomorphism of irreducible finite-dimensional complex representations of \( G \); it is always countable, and for any element \( \lambda \in \hat{G} \) corresponding to a representation \( (V^\lambda, \rho^\lambda : G \to \text{GL}(V^\lambda)) \), one can find an Hermitian scalar product \( \langle \cdot | \cdot \rangle_{V^\lambda} \) on \( V^\lambda \) which is invariant by \( G \). This scalar product induces an adjunction \( u \mapsto u^* \) on \( \text{End}(V^\lambda) \), and we then endow \( \text{End}(V^\lambda) \) with the scalar product \( \langle u | v \rangle_{\text{End}(V^\lambda)} = d_\lambda \text{tr}(u^*v) \), where \( d_\lambda \) is the complex dimension of \( V^\lambda \). The basic theorem which allows to understand convolution in \( \mathcal{L}^2(G, dg) \) is:

Theorem 2.2 (Peter-Weyl, 1927). For \( \lambda \in \hat{G} \) and \( f \in \mathcal{L}^2(G, dg) \), denote 
\[ \hat{f}(\lambda) = \left( \int_G f(g) \rho^\lambda(g) \, dg \right) \in \text{End}(V^\lambda) \]
the Fourier transform of \( f \). The map \( f \mapsto \hat{f} \) from \( \mathcal{L}^2(G) \) to \( \mathcal{L}^2(\hat{G}) = \bigoplus_{\lambda \in \hat{G}} \text{End}(V^\lambda) \) is an isometry of Hilbert spaces and an isomorphism of algebras (with \( \mathcal{L}^2(G, dg) \) endowed with the convolution product).

We refer to [22, Chapter 4] for a proof of this important result. It implies that the eigenspaces for the convolution on the left by \( Z_L \) correspond via the Fourier transform to subspaces of the endomorphism spaces \( \text{End}(V^\lambda) \), that are eigenspaces for the multiplication on the left by \( Z_L(\lambda) \). Moreover, as \( Z_L \) is invariant by conjugation, the convolution on the left by \( Z_L \) is the same as the convolution on the right by \( Z_L \). In the Fourier world, this means that each endomorphism \( Z_L(\lambda) \) is in the center of \( \text{End}(V^\lambda) \), hence a scalar matrix \( c_\lambda \text{id}_{V^\lambda} \). Therefore, the eigenspaces for the convolution on the left by \( Z_L \) are exactly the spaces \( \text{End}(V^\lambda) \), and the corresponding eigenvalues are the
\[ c_\lambda = \frac{\text{tr}(Z_L(\lambda))}{d_\lambda} = \int_G Z_L(g) \chi^\lambda(g) \, dg, \]
where \( \chi^\lambda(g) = \frac{\text{tr}(\rho^\lambda(g))}{d_\lambda} \) is the normalised character of the irreducible representation \( \lambda \). Thus, to summarise:
Proposition 2.3. Denote $\lambda \in L(g) = 1_{d(g, e_G) \leq L}$ with $G$ sscc Lie group. The eigenvalues of the operator on $L^2(G)$ of convolution on the left or on the right by $Z_t$ are in bijection with the irreducible representations $\lambda \in \hat{G}$. Each eigenvalue $c_\lambda$ has multiplicity $(d_\lambda)^2$ and is given by the formula $c_\lambda = \int_G Z_t(g) \chi^\lambda(g) \, dg$.

The next paragraph will allow us to identify the set $\hat{G}$, and to compute the dimensions $d_\lambda$. Proposition 2.3 extends readily to the case of symmetric spaces $X = G/K$, see Section 3.4.

Remark 2.4. In the following, we denote $\text{ch}^\lambda$ the non-normalised character $\text{tr} \rho^\lambda$. A direct consequence of the Peter–Weyl theorem 2.2 is that the collection of non-normalised characters $(\text{ch}^\lambda)_{\lambda \in \hat{G}}$ forms an orthonormal basis of $L^2(G)^G$, the space of square-integrable and conjugacy-invariant functions on $G$. Moreover, one has the convolution rule $\text{ch}^\lambda \ast \text{ch}^\mu = \frac{\delta_{\lambda \mu}}{d_\lambda} \text{ch}^\lambda$.

2.3 Weight lattice and combinatorics of the highest frequencies

When $G$ is a (semi)simple simply connected compact Lie group, the set $\hat{G}$ is classically described by Weyl’s highest weight theorem, see for instance [35, Theorems 3.2.5 and 3.2.6]. Let $T$ be a maximal torus in $G$, and $Z\Omega$ be the lattice of weights, a weight of $G$ being a character $\omega : T \rightarrow U(1) = \{z \in \mathbb{C} \mid |z| = 1\}$ such that there exists a unitary representation $(V, \rho)$ of $G$ with $V_\omega = \{v \in V \mid \forall t \in T, \rho(t)(v) = \omega(t) v\} \neq \{0\}$.

The weights form a free module over $\mathbb{Z}$ for the operation of pointwise product. A standard convention is to denote additively the composition law in $Z\Omega$, and to write evaluations of weights as $t \mapsto \omega^\omega(t)$ (instead of $\omega(t)$). Let $g_C$ be the complexification of the Lie algebra $g$ of $G$, and $t_C$ the complexification of the Lie algebra $t$ of $T$. The map $\omega \mapsto T_{e_G}(\omega^\omega)$ allows one to see the weights as elements of $t_C^\ast$. The dual of the Killing form restricted to $R\Omega = R \otimes_{\mathbb{Z}} Z\Omega$ is positive-definite. Hence, one has a natural scalar product $\langle \cdot | \cdot \rangle$ on the lattice of weights, which can be shown to be $W$-invariant, where $W = \text{Norm}(T)/T$ is the Weyl group. We decompose the roots of $G$ (non-zero weights of the adjoint representation of $G$ on $g_C$) in two disjoint sets $\Phi_+$ and $\Phi_- = -\Phi_+$ of positive and negative roots; then,

$$Z\Omega = \left\{ \omega \in R\Omega \mid \forall \alpha \in \Phi_+, \ 2\frac{\langle \alpha | \omega \rangle}{\langle \alpha | \alpha \rangle} \in \mathbb{Z} \right\},$$

and on the other hand, the positive roots determine a cone

$$C = \{ \omega \in R\Omega \mid \forall \alpha \in \Phi_+, \ \langle \alpha | \omega \rangle \geq 0 \}$$

in $R\Omega$ which is a fundamental domain for the action of the Weyl group (the Weyl chamber). The intersection of the two aforementioned sets is then in bijection with $\hat{G}$:

Theorem 2.5 (Weyl, 1925). An irreducible unitary representation $(V, \rho)$ of $G$ admits a unique highest weight $\lambda$, which is maximal with respect to the partial order on weights induced by the cone $C$. This highest weight has multiplicity one and enables one to reconstruct the irreducible representation $(V, \rho)$. Moreover, $\lambda$ is an arbitrary dominant weight in $C \cap Z\Omega$, so

$$\hat{G} = C \cap Z\Omega.$$

The dimension of the representation $V^\lambda$ with highest weight $\lambda$ is given by the formula

$$d_\lambda = \frac{\prod_{\alpha \in \Phi_+} \langle \alpha | \rho + \lambda \rangle}{\prod_{\alpha \in \Phi_+} \langle \alpha | \rho \rangle}, \quad \text{with} \ \rho = \frac{1}{2} \sum_{\alpha \in \Phi_+} \alpha.$$
Example 2.6. Suppose $G = SU(3)$. A maximal torus is
$$T = \{ \text{diag}(t_1, t_2, t_3) \mid t_1 t_2 t_3 = 1, \ |t_1| = |t_2| = |t_3| = 1 \}.$$ The lattice of weights $Z\Omega$ is spanned by the two fundamental weights $e\omega_1(t) = t_1$ and $e\omega_2(t) = (t_3)^{-1}$. The positive roots are $e\alpha_1(t) = t_1(t_2)^{-1}$, $e\alpha_2(t) = t_2(t_3)^{-1}$ and $e\alpha_1 + \alpha_2(t) = t_1(t_3)^{-1}$. The dominant weights, which label the irreducible representations of $SU(3)$, are the linear combinations $n_1\omega_1 + n_2\omega_2$ with $n_1, n_2 \in \mathbb{N}$; on Figure 5, they correspond to the dots that are included in the cone $C$. The dimension of $V^\lambda$ with $\lambda = n_1\omega_1 + n_2\omega_2$ is $d_\lambda = \frac{(n_1+1)(n_2+1)(n_1+n_2+2)}{2}$. For instance, the adjoint representation of $SU(3)$ on $\mathfrak{sl}(3, \mathbb{C})$ has highest weight $\lambda = \omega_1 + \omega_2$, and dimension 8. If one replaces the coordinates $(n_1, n_2)$ by the integer partition $\lambda = (\lambda_1 \geq \lambda_2 \geq \lambda_3)$ with $\lambda_1 = n_1 + n_2$, $\lambda_2 = n_2$ and $\lambda_3 = 0$, one gets the classical formula
$$d_\lambda = \prod_{1 \leq i < j \leq 3} \frac{(\lambda_i - \lambda_j + j - i)}{j - i}$$
which generalises to higher dimensions.

Figure 5: The lattice of weights of the group $SU(3)$.

Corollary 2.7. Let $\Gamma = \Gamma_{\text{geom}}(N, L)$ be a random geometric graph of fixed level $L$ on a sscc Lie group $G$, and $A(N, L)$ be its adjacency matrix. In the sense of Theorem 2.1, the limit of $\frac{\text{Spec}(A(N, L))}{N}$ consists of one limiting eigenvalue $c_\lambda$ for each dominant weight $\lambda \in C \cap Z\Omega$. The multiplicity of $c_\lambda$ is
$$m_\lambda = \left( \frac{\prod_{\alpha \in \Phi_+} \langle \alpha \mid \rho + \lambda \rangle}{\prod_{\alpha \in \Phi_+} \langle \alpha \mid \rho \rangle} \right)^2,$$
and the value of $c_\lambda = \int_G Z_L(g) \chi^\lambda(g) \, dg$ will be given in Theorem 3.1.

In the appendix (Section 6), we give for each classical case (unitary groups, compact symplectic groups, spin groups):

- a maximal torus $T$;
- the corresponding weight lattice $Z\Omega$ and the root system $\Phi$;
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- the dimension $d_\lambda$ of an irreducible representation $V^\lambda$ with $\lambda \in \hat{G} = C \cap Z\Omega$.

This allows one to make explicit Corollary 2.7 and all the forthcoming theorems. In the examples hereafter, we shall focus on the groups SU(2) and SU(3). For SU(2), the weight lattice is drawn in Figure 6, and it is one-dimensional; many intuitions come from a detailed study of this toy-model.

![Figure 6: The lattice of weights of the group SU(2).](image)

Remark 2.8. Corollary 2.7 generalises readily to more general compact Lie groups, by replacing the set of dominant weights $C \cap Z\Omega$ by an adequate sublattice of it. In particular, one can treat without additional work the case of the unitary groups $U(n)$, which are not simple, since they have a non-trivial center; and the case of the special orthogonal groups $SO(n)$, which are simple Lie groups but are not simply connected. In the appendix we detail this last case, where $Z\Omega$ is replaced by an index 2 sublattice (see Remark 6.1). Thus, though we shall not mention it again hereafter, every result obtained in the sequel whose statement starts by "Given a sscc Lie group..." also holds mutatis mutandis for the non-sscc but classical Lie groups $U(n)$ and $SO(n)$.

3 Asymptotics of the spectrum in the Gaussian regime

In this section, we compute the limiting eigenvalues $c_\lambda$ introduced in Corollary 2.7. We obtain a formula which involves Bessel functions of the first kind and an alternate sum over elements of the Weyl group, see Theorem 3.1. These computations allow one for instance to estimate the spectral radius and the spectral gap of a random geometric graph $\Gamma_{geom}(N, L)$ with fixed level $L$; see Section 3.3. On the other hand, we shall see in Section 5 that the alternate sums involved in the formula for $c_\lambda$ degenerate in the Poissonian regime into certain partial derivatives. Therefore, the calculation of the eigenvalues $c_\lambda$ will be useful for studying both asymptotic regimes (Gaussian and Poissonian). In Section 3.4, we also explain how to extend our results to sscc of non-group type; the computations become explicit in rank one and they involve Laguerre of Jacobi orthogonal polynomials.

3.1 Distances on a compact Lie group

Since $c_\lambda = \int_G 1_{d(g, e_G) \leq L} \chi^\lambda(g) \, dg$, we need to explain how to deal with distances on a sscc compact Lie group $G$. We fix as before a maximal torus $T \subset G$, and we denote $t \subset g$ the corresponding Lie subalgebra. Every element $g \in G$ is conjugated to an element $t \in T$, which is unique up to action of the Weyl group $W$. Consequently, as $Z_L$ is a function invariant by conjugation, in order to compute the function $Z_L(g) = 1_{d(g, e_G) \leq L}$, it suffices to know its values on $T$. Now, the maximal torus is a totally geodesic flat submanifold of $G$, and the exponential map $\exp : t \to T$ is locally isometric from a neighborhood of 0 to a neighborhood of $e_G$. In all the classical cases, the injectivity radius of the exponential map is at least equal to $\pi$ (this is clear from the description of the maximal tori given in Section 6). This enables one to reduce the calculation of $c_\lambda$ to an integration over a ball in the Euclidean space $t$. Indeed, by Weyl’s integration formula
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(see [22, Chapters 17 and 22]), since $Z_L$ is invariant by conjugation,

$$c_{\lambda} = \int_G 1_{d(\varepsilon,t) \leq L} \frac{\text{ch}^\lambda(g)}{d_{\lambda}} \, dg = \frac{1}{d_{\lambda}|W|} \int_T 1_{d(\varepsilon,t) \leq L} \text{ch}^\lambda(t) |\Delta(t)|^2 \, dt$$

where

- $dt$ is the uniform probability over the torus $T$;
- $\Delta(t) = \sum_{w \in W} \varepsilon(w) e^{\rho(w(t))}$;
- for any $w \in W$ viewed as an element of $\text{SO}(\Omega)$, $\varepsilon(w) = (-1)^{\ell(w)}$ is the determinant of the transformation $w$, or equivalently the parity of the number of reflections with respect to the walls of the Weyl chamber that are needed to write $w$.

Suppose $L < \pi$. Then, the integral can be taken over $t$ instead of $T$:

$$c_{\lambda} = \frac{1}{d_{\lambda}|W| \text{vol}(t/2\pi t_{\mathbb{Z}})(2\pi)^{\text{dim}t}} \int_1^{1/\|X\|_{\mathbb{Z}} \leq L} \text{ch}^\lambda(e^X) |\Delta(e^X)|^2 \, dX. \quad (3.1)$$

Indeed, the probability measure $dt$ corresponds via the exponential map to the rescaled Lebesgue measure

$$\frac{1}{\text{vol}(t/2\pi t_{\mathbb{Z}})} \, dX = \frac{1}{\text{vol}(t/2\pi t_{\mathbb{Z}})(2\pi)^{\text{dim}t}} \, dX,$$

where $dX$ is the volume form on $t$ which is associated to the Riemannian structure given by $\langle \cdot | \cdot \rangle_t$; and $2\pi t_{\mathbb{Z}}$ is the kernel of the exponential map $\exp : t \to T$, and a lattice with maximal rank in $t$. In the classical cases, the volumes $\text{vol}(t/2\pi t_{\mathbb{Z}})$ are computed in Section 6.6.

### 3.2 Asymptotics of the largest eigenvalues

In the sequel we always denote $d = \text{dim} T = \text{rank} G$ the rank of the group $G$; in geometric terms, it is the dimension of a totally geodesic flat submanifold, and for a compact Lie group this is the dimension of a maximal torus. In the classical cases, we have $\text{rank}(\text{SU}(n)) = n - 1$, and $\text{rank}(\text{Spin}(2n)) = \text{rank}(\text{Spin}(2n + 1)) = \text{rank}(\text{USp}(n)) = n$. If $\lambda$ is the highest weight of an irreducible representation $V^\lambda$, then the restriction of the corresponding character to the torus $T$ is given by Weyl’s formula

$$\text{ch}^\lambda(t) = \sum_{w \in W} \frac{\varepsilon(w) e^{\rho + \lambda}(w(t))}{\sum_{w \in W} \varepsilon(w) e^{\rho}(w(t))}.$$  

Notice that the denominator in Weyl’s character formula is the quantity $\Delta(t)$ previously introduced. Therefore, in Equation (3.1), writing $|\Delta(t)|^2 = \Delta(t) \overline{\Delta(t)}$ makes $\Delta(t)$ appear in the numerator and the denominator. We can simplify it to get:

$$c_{\lambda} = \frac{1}{d_{\lambda} |W| \text{vol}(t/2\pi t_{\mathbb{Z}})(2\pi)^d} \int_{X \in t, \|X\|_{\mathbb{Z}} \leq L} \left( \sum_{w_1, w_2 \in W} \varepsilon(w_1) \varepsilon(w_2) e^{(w_1(\lambda + \rho) - w_2(\rho))(X)} \right) \, dX,$$

As the measure $dX$ is invariant by $W$, one can gather the terms of the double sum according to the value $w = w_2 w_1^{-1}$, and one obtains:

$$c_{\lambda} = \frac{1}{d_{\lambda} \text{vol}(t/2\pi t_{\mathbb{Z}})(2\pi)^d} \sum_{w \in W} \varepsilon(w) \int_{X \in t, \|X\|_{\mathbb{Z}} \leq L} e^{(\lambda + \rho - w(\rho))(X)} \, dX.$$
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Each integral is a value of the Fourier transform of the unit ball in $\mathbb{R}^d$, that is a value of a Bessel function of the first kind. Indeed, recall that if $B^d$ is the unit ball in $\mathbb{R}^d$, we have

$$\int_{B^d} e^{i \langle x | \xi \rangle} dx = \left( \frac{2\pi}{\| \xi \|} \right)^{d/2} J_{d/2}(\| \xi \|),$$

where $J_\beta$ is the Bessel function of the first kind of index $\beta$, defined by the power series

$$J_\beta(z) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m! \Gamma(m + \beta + 1)} \left( \frac{z}{2} \right)^{2m + \beta};$$

see Figure 7 for the case $\beta = 1$.

![Figure 7: The Bessel function $J_1(x)$.](image)

Given a weight lattice $R\Omega$ of a sscc Lie group with rank $d = \text{rank}(G)$, it is convenient to introduce the modified Bessel function

$$\tilde{J}_{R\Omega}(x) = J_{d/2}(\|x\|) = \frac{1}{2^{d/2}} \sum_{m=0}^{\infty} \frac{(-1)^m}{m! \Gamma(m + \frac{d}{2} + 1)} \left( \frac{\|x\|^2}{4} \right)^m,$$

which is a $W$-invariant analytic function on $R\Omega$. Then,

$$\frac{1}{(2\pi)^d} \int_{X \in t, \|X\| \leq L} e^{(\lambda + \rho - w(\rho))X} dX = \left( \frac{L}{\sqrt{2\pi}} \right)^d \tilde{J}_{R\Omega}(L(\lambda + \rho - w(\rho))).$$

In this formula, the modified Bessel function involves the norm $\|\lambda + \rho - w(\rho)\|$, which is the norm of the weight lattice introduced in Section 2.3, and which is computed in the appendix for the classical cases. We have finally shown:

**Theorem 3.1.** Suppose that the level $L$ is smaller than $\pi$. Let $\lambda$ be a highest weight in $\hat{G}$. The eigenvalue $c_\lambda$ is given by the following formula:

$$c_\lambda = \frac{1}{d_\lambda \text{vol}(t/2\pi)} \left( \frac{L}{\sqrt{2\pi}} \right)^d \sum_{w \in W} \varepsilon(w) \tilde{J}_{R\Omega}(L(\lambda + \rho - w(\rho))),$$
where \( d = \text{rank}(G) \) is the dimension of a maximal torus \( T \subset G \), and \( \tilde{J}_{\Omega} \) is the modified Bessel function on the weight space \( \mathbb{R}_{\Omega} \).

**Example 3.2.** Consider \( G = SU(2) \). Its weight lattice \( \mathbb{Z}_{\Omega} \) is spanned by the fundamental weight \( e^{i \omega} \) \( (\text{diag}(e^{i \theta}, e^{-i \theta})) = e^{i \theta} \). The norm of a weight \( k\omega \) is \( \sqrt{2} \), and on the other hand, \( \rho = \omega \), and \( W = \mathbb{S}(2) = \{\pm 1\} \). The volume \( \text{vol}(t/\mathbb{Z}) \) is \( 2\sqrt{2} \). Therefore, for \( k \geq 1 \) and \( L < \pi \),

\[
c_k = \frac{1}{4(k+1)} \left( \frac{L}{\sqrt{2} \pi} \right) \left( \tilde{J}_{\Omega}(kL\omega) - \tilde{J}_{\Omega}((k+2)L\omega) \right)
\]

\[
= \frac{1}{\pi(k+1)} \left( \frac{1}{k} \sin \left( \frac{kL}{2\sqrt{2}} \right) - \frac{1}{(k+2)} \sin \left( \frac{(k+2)L}{2\sqrt{2}} \right) \right)
\]

since \( J_{\frac{1}{2}}(x) = \sqrt{\frac{2}{\pi x}} \sin x \) and \( \tilde{J}_{\Omega}(x\omega) = \frac{4}{x\sqrt{\pi}} \sin(x/\sqrt{2}) \). For \( k = 0 \), the formula specialises to

\[
c_0 = \frac{1}{2\pi} \left( \frac{L}{\sqrt{2}} - \sin \left( \frac{L}{\sqrt{2}} \right) \right).
\]

The multiplicity of the eigenvalue \( c_k \) is equal to \((k+1)^2\) for any \( k \geq 0 \).

**Example 3.3.** Suppose \( G = SU(3) \). The formula for \( c_{\lambda} \) with \( \lambda = n_1\omega_1 + n_2\omega_2 \) dominant weight in the Weyl chamber involves 6 weights close to \( \lambda \), namely, all the weights \( \lambda + \mu \) with \( \mu \in \{0, 3\omega_1, 3\omega_2, 2\omega_2 - \omega_1, 2\omega_1 - \omega_2, 2\omega_1 + 2\omega_2\} \), see Figure 8.

![Figure 8: The weights involved in the computation of \( c_{\lambda} \) for \( G = SU(3) \).](http://www.imstat.org/ejp/)

Thus,

\[
c_{n_1,n_2} = \frac{L^2}{6\pi \sqrt{3}(n_1+1)(n_2+1)(n_1+n_2+2)} \left( \sum_{w\in \mathbb{S}(3)} \varepsilon(w) \frac{J_1(L\|\lambda + \rho - w(\rho)\|)}{L\|\lambda + \rho - w(\rho)\|} \right)
\]

http://www.imstat.org/ejp/
and each eigenvalue \(c_{n_1, n_2}\) has multiplicity \(m_{n_1, n_2} = \frac{((n_1+1)(n_2+1)(n_1+n_2+2))^2}{2}\). In this formula, the norm of a weight \(k_1 \omega_1 + k_2 \omega_2\) is

\[
\|k_1 \omega_1 + k_2 \omega_2\| = \frac{1}{3} \sqrt{(k_1)^2 + k_1 k_2 + (k_2)^2}.
\]

### 3.3 Spectral radius and spectral gap

One thing that is not entirely clear from Theorem 3.1 is that the largest eigenvalues \(c_\lambda\) correspond roughly to the smallest dominant weights \(\lambda\) in the Weyl chamber \(C\). This is not a perfect correspondence: for instance, when \(G = SU(2)\), the dominant weights \(k \omega\) with \(k \geq 0\) yields constants \(c_k = c_{k \omega}\) whose modules are not strictly decreasing with \(k\). However, the two largest eigenvalues in this case are always \(c_0\) and \(c_1\), see the discussion later in this paragraph. One thing that is always true and easy to prove is that the largest eigenvalue corresponds to the zero weight:

**Proposition 3.4.** For any \(L < \pi\), the eigenvalue \(c_\lambda\) with the largest absolute value is obtained when \(\lambda = 0\) is the trivial weight. Hence, the spectral radius of the graph \(\Gamma_{geom}(N, L)\) is asymptotically equivalent to

\[
\frac{N}{\text{vol}(t/4\pi)} \left( \frac{L}{\sqrt{2\pi}} \right)^{\text{rank}(G)} \left( \sum_{w \in W} \varepsilon(w) \tilde{J}_R\Omega(L(\rho - w(\rho))) \right).
\]

**Proof.** The eigenvalue \(c_\lambda\) is given by the integral \(c_\lambda = \int_G Z_L(g) \chi^\lambda(g) dg\), with \(Z_L(g)\) non-negative function, and \(\chi^\lambda\) renormalised character that has always its module smaller than 1. The maximum value is obtained when \(\chi^\lambda(g) = 1\) for every \(g\), that is for the trivial representation of \(G\).

**Example 3.5.** When \(G = SU(2)\), it is easy to prove that the two largest eigenvalues \(c_k\) are always

\[
c_0 = \frac{1}{2\pi} \frac{L}{\sqrt{2}} \left( 1 - \text{sinc} \left( \frac{L}{\sqrt{2}} \right) \right); \quad c_1 = \frac{1}{2\pi} \frac{L}{\sqrt{2}} \left( \text{sinc} \left( \frac{L}{\sqrt{2}} \right) - \text{sinc} \left( \frac{3L}{2\sqrt{2}} \right) \right),
\]

where \(\text{sinc}(x) = \frac{\sin x}{x}\). Indeed, \(L\) being fixed, the eigenvalue \(c_k\) is proportional to the function

\[
g_L = k \mapsto \frac{\text{sinc}(k \ell) - \text{sinc}((k + 2) \ell)}{(k + 1) \ell}
\]

with \(\ell = \frac{L}{2\sqrt{2}}\). For any fixed \(L \in (0, \pi)\), the function \(g_L\) looks like the one of Figure 9, and the two values of \(g_L\) at \(k = 0\) and \(k = 1\) always fall on the first decreasing section of the curve. Hence, they yield the asymptotic spectral gap

\[
\Delta N = c_0(N) - c_1(N) \simeq \frac{NL}{2\sqrt{2\pi}} \left( 1 - \text{sinc} \left( \frac{L}{\sqrt{2}} \right) - \frac{1}{2} \left( \text{sinc} \left( \frac{L}{\sqrt{2}} \right) - \text{sinc} \left( \frac{3L}{2\sqrt{2}} \right) \right) \right)
\]

of a random geometric graph \(\Gamma_{geom}(N, L)\) on \(SU(2)\), with \(L\) fixed and \(N\) going to infinity. In general, a level \(L\) being fixed, the map \(\lambda \mapsto c_\lambda\) is proportional to

\[
g_L(\lambda) = \frac{1}{\prod_{\alpha \in \Phi_+} |\langle L(\lambda + \rho) \rangle|} \sum_{w \in W} \varepsilon(w) \tilde{J}_R\Omega (L(\lambda + \rho - w(\rho))).
\]

In the definition of \(g_L\), the alternate sum of modified Bessel functions is a discretisation of the partial derivative \((\prod_{\alpha \in \Phi_+} \partial_\alpha) \tilde{J}_\beta(Lx)\); see Section 5.2, where this argument will
be made rigorous for the Poisson regime. The discrete partial derivative $g_L$ can be extended to the whole Weyl chamber $C$, and it is then an oscillating function that goes to 0 as the norm of its parameter grows to infinity, in a fashion very similar to what happens for SU(2). We have drawn in Figure 10 a function $g_L$ for $L > 0$ and the group $G = SU(3)$; here the oscillations are very small and barely visible. In this case, it is clear that the non-zero weights that yield the largest eigenvalues are $\omega_1$ and $\omega_2$, which correspond to the fundamental representations of the group.

![Figure 9: The function $g_L(x)$ for the group $G = SU(2)$, with $L = \pi/2$, and the two largest integer values.](image1)

![Figure 10: A function $g_L$ for the group $G = SU(3)$.](image2)

The only thing that might prevent one of the fundamental representations of the group to provide the second largest eigenvalue is if $L$ is too large, forcing the points of the lattice $L(Z\Omega)$ that are neighbors of the weight 0 to be at the bottom of the first oscillation of $g_L$. This forbids us to state a universal theorem for the spectral gap, though we are also unable to provide a counterexample. In practice, a level $L$ being fixed, one
can use the asymptotic behavior of the Bessel functions to get rid of the points of the lattice \(L(\mathbb{Z} \Omega)\) that are too far from 0, and then there is only a finite number of values of \(g_L\) to examine in order to determine the spectral gap. Thus, in most cases, the spectral gap of \(\Gamma_{\text{geom}}(N, L)\) is asymptotically equivalent to

\[
\frac{N}{\text{vol}(t/t_2)} \left( \frac{L}{\sqrt{2\pi}} \right)^{\text{rank}(G)} \left( \sum_{w \in W} \varepsilon(w) \left( \tilde{J}_{\mathcal{R}_\Omega}(L(\rho - w(\rho))) - \tilde{J}_{\mathcal{R}_\Omega}(L(\omega_1 + \rho - w(\rho))) \right) \right),
\]

where \(\omega_1\) is the fundamental weight:

- that corresponds in the classical cases to the geometric representation of the group of matrices,
- and that maximises \(g_L\) most of the time.

### 3.4 Extension to symmetric spaces with rank one

In this paragraph, we explain how to adapt the arguments of the two previous sections to the case of a compact symmetric space \(X = G/K\) of non-group type. Roughly speaking, all the theoretical arguments from Section 2 adapt readily by replacing the irreducible representations of \(G\) by the spherical representations of the pair \((G, K)\); on the other hand, the concrete computations from this section can be performed without too much additional work if the space \(G/K\) has rank one, because in this case the zonal spherical functions are polynomials of one parameter.

**Spherical representations and zonal functions** In the sequel, we fix a compact symmetric space \(X = G/K\), and we denote \(dx\) the unique \(G\)-invariant probability measure on \(X\), which is the image of the Haar measure by the canonical projection from \(G\) to \(X\).

We call spherical an irreducible representation \(V^\lambda\) of \(G\) which admits a non-zero \(K\)-fixed vector, so

\[
(V^\lambda)_K = \{ v \in V^\lambda \mid \forall k \in K, \ (\rho^\lambda(k))(v) = v \}
\]

is not reduced to \(\{0\}\). It can be shown that \((V^\lambda)_K\) has then dimension 1, and also that the subset \(\tilde{G}^K \subset \tilde{G}\) of spherical representations is the intersection of the Weyl chamber \(C\) with a sublattice of the lattice of weights \(\mathbb{Z} \Omega\); this is the Cartan–Helgason theorem, see [41, Chapter V, Theorem 4.1], as well as [64] and [35, Section 12.3]. Later, we shall only be interested in the case of compact symmetric spaces with rank one, in which case this sublattice has also rank one and will be explicitly described by Proposition 3.8. Given a spherical representation \(V^\lambda\) with \(\lambda \in \tilde{G}^K\), we fix a spherical vector \(e^\lambda\) in \((V^\lambda)_K\) with \(\langle e^\lambda \mid e^\lambda \rangle_{V^\lambda} = 1\). The vector \(e^\lambda\) is unique up to multiplication by a complex number with modulus 1. The (normalised) zonal spherical function on \(X\) associated to the spherical representation \(V^\lambda\) is

\[
\text{zon}^\lambda(g) = \langle e^\lambda \mid (\rho^\lambda(g))(e^\lambda) \rangle_{V^\lambda}:
\]

this function is bi-\(K\)-invariant on \(G\), and it yields a \(K\)-invariant function on \(X\). We have

\[
\int_G |\text{zon}^\lambda(g)|^2 \, dg = \int_X |\text{zon}^\lambda(x)|^2 \, dx = \frac{1}{d_\lambda}.
\]

The spherical transform of a bi-\(K\)-invariant function is defined for \(f\) bi-\(K\)-invariant and \(\lambda \in \tilde{G}^K\) by

\[
\rho^\text{ph}(\lambda) = \langle e^\lambda \mid (\tilde{f}(\lambda))(e^\lambda) \rangle_{V^\lambda} = \int_G f(g) \text{zon}^\lambda(g) \, dg.
\]
We endow the space \( \mathcal{L}^2(\hat{G}^K, d\lambda) = \bigoplus_{\lambda \in \hat{G}^K} \mathbb{C} \) with the coordinatewise product and with the Hilbert structure coming from the scalar product

\[
\langle a | b \rangle = \sum_{\lambda \in \hat{G}^K} d\lambda \langle a(\lambda) | b(\lambda) \rangle,
\]

where on the right-hand side we have the usual scalar product on \( \mathbb{C} \). The analogue of Theorem 2.2 in this setting is:

**Theorem 3.6 (Cartan).** The map \( f \mapsto f^{\text{ sph}} \) from \( \mathcal{L}^2(K \setminus G/K, dg) \) to \( \mathcal{L}^2(\hat{G}^K, d\lambda) \) is an isometry of Hilbert spaces and an isomorphism of commutative algebras. Moreover, if \( c \in \mathcal{L}^2(K \setminus G/K, dg) \), then the convolution on the right

\[
R_c : \mathcal{L}^2(G/K, dg) \to \mathcal{L}^2(G/K, dg)
\]

\[
f \mapsto f * c
\]

is a Hilbert–Schmidt operator; its eigenvalues \( c^{\text{ sph}}(\lambda) \) are in correspondence with the spherical weights \( \lambda \in \hat{G}^K \), each \( c^{\text{ sph}}(\lambda) \) having multiplicity \( d\lambda \).

A reformulation of the first part of this theorem is that the zonal spherical functions form an orthogonal basis of \( \mathcal{L}^2(K \setminus G/K, dg) \), with the convolution rule \( \text{zon}^\lambda * \text{zon}^\mu = \frac{d\lambda \mu}{d\lambda} \text{zon}^\lambda \). We refer to [41, Chapter V] for a proof of this result and a study of the spherical functions of a compact symmetric space; an analogous treatment for finite Gelfand pairs is provided by [23, Chapter 4], and the whole discussion from loc. cit. adapts readily to compact symmetric spaces by replacing the finite sums by integrals against Haar measures. Now, in the setting of random geometric graphs with fixed level \( L \) on a symmetric space of non-group type, the Giné–Koltchinskii theorem still applies, so the limit in the sense of Theorem 2.1 of the spectrum of \( \mathcal{L}^2(\mathcal{A}(N,L)/X) \) is the spectrum of the integral operator

\[
T_h : \mathcal{L}^2(X, dx) \to \mathcal{L}^2(X, dx)
\]

\[
f \mapsto \left( T_h(f) : x \mapsto \int_X h(x, y) f(y) dy \right)
\]

with \( h(x, y) = 1_{d(x,y) \leq L} \). This operator writes as the right-convolution \( R_c \) with \( c(g) = Z_L(g) = 1_{d(g,K) \leq L} \) bi-\( K \)-invariant function on \( G \). Consequently, the analogue in the setting of sscess of non-group type of Proposition 2.3 is:

**Proposition 3.7.** Denote \( Z_L(g) = 1_{d(g,K) \leq L} \) with \( X = G/K \) sscess of non-group type. The eigenvalues of the operator on \( \mathcal{L}^2(X) \) of convolution on the right by \( Z_L \) are in bijection with the spherical representations \( \lambda \in \hat{G}^K \). Each eigenvalue \( c_\lambda \) has multiplicity \( d\lambda \) and is given by the formula \( c_\lambda = \int_G Z_L(g) \text{zon}^\lambda(g) dg \).

**Symmetric spaces with rank one** The abstract result from Proposition 3.7 still holds if \( X \) is connected but not necessarily simply connected, so in the sequel of this subsection we remove this assumption. Then, the zonal integrals from the previous proposition can be computed when \( X \) has rank one, which is equivalent to one of the following assertions:

- \( X \) is a compact symmetric space with rank one, meaning that \( X \) does not contain a totally geodesic flat submanifold with dimension at least 2;
- \( X \) is a 2-point homogeneous compact connected Riemannian manifold: given points \( x_1, y_1, x_2, y_2 \in X \) such that \( d(x_1, y_1) = d(x_2, y_2) \), there exists an isometry \( i : X \to X \) such that \( i(x_1) = x_2 \) and \( i(y_1) = y_2 \).
X is one of the following spaces: the real spheres $\mathbb{R}S^{n+1} = \text{SO}(n+1)/\text{SO}(n)$; the real, complex and quaternionic projective spaces
\[
\begin{align*}
\mathbb{R}P^{n+2} &= \text{SO}(n+1)/\text{O}(n); \\
\mathbb{C}P^{n+2} &= \text{SU}(n+1)/\text{U}(n); \\
\mathbb{H}P^{n+2} &= \text{USp}(n+1)/(\text{USp}(n) \times \text{USp}(1));
\end{align*}
\]
and the exceptional octonionic projective plane $\mathbb{O}P^2 = F_4/\text{Spin}(9)$.

We refer to [66, Chapter 8] for a proof of the equivalence between the two first assertions; the classification and the harmonic analysis of these spaces can be found in [36, 7] and [65, Chapter 3]. All these spaces are simply connected but the one-dimensional sphere $S^1 = T$ and the real projective spaces $\mathbb{R}P^{n+2}$, which are twofold-covered by the real spheres $\mathbb{R}S^n$. In the following, we endow $\mathbb{R}S^n$ (respectively, $\mathbb{K}P^n$ with $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}, \mathbb{H}\}$) with its usual Euclidean coordinates $(x_1, x_2, \ldots, x_{n+1})$ with $\sum_{i=1}^{n+1} (x_i)^2 = 1$ (respectively, with its usual homogeneous coordinates $[x_1 : x_2 : \cdots : x_{n+1}]$). For the exceptional space $\mathbb{O}P^2$, we have to be careful because of the non-associativity of the product of octonions, but there is a dense affine chart of $\mathbb{O}P^2$ whose points $[\theta_1 : \theta_2 : 1]$ are labeled by pairs $(\theta_1, \theta_2)$ of octonions, such that one can manipulate these homogeneous coordinates in exactly the same way as for the other projective spaces. In this affine chart, we set $\theta_1 = 1$; in general, a set of homogeneous coordinates $[\theta_1 : \theta_2 : \theta_3]$ is allowed for a point in $\mathbb{O}P^2$ if the algebra spanned by the three octonions $\theta_1, \theta_2, \theta_3$ is associative, see [44, 3, 8] for details. With these choices of coordinates, the group $K$ stabilises the base point $b = (0, 0, \ldots, 1)$ or $b = [0 : 0 : \cdots : 1]$, and the distance from $x = (x_1, x_2, \ldots, x_{n+1})$ or $x = [x_1 : x_2 : \cdots : x_{n+1}]$ to the base point is given by
\[
d(x, b) = \begin{cases} 
\arccos(x_{n+1}) & \text{in the case of spheres,} \\
\arccos\left(\frac{|x_{n+1}|}{\sqrt{|x_1|^2 + |x_2|^2 + \cdots + |x_{n+1}|^2}}\right) & \text{in the case of projective spaces.}
\end{cases}
\]
This formula differs by a multiplicative constant from the canonical Riemannian metric on the symmetric space $G/K$ which we detailed in Section 1.4. On the other hand, with the same choice of coordinates, a bi-$K$-invariant function on the group $G$, which is a $K$-invariant function on the symmetric space $X$, is also a function of this single parameter
\[
x = x_{n+1} \quad \text{or} \quad s = \frac{|x_{n+1}|^2}{|x_1|^2 + \cdots + |x_{n+1}|^2}.
\]
Consequently, the integrals from Proposition 3.7 are integrals over one single real parameter in $[-1, 1]$ (real spheres) or in $[0, 1]$ (projective spaces), whose distribution under the Haar measure is:

<table>
<thead>
<tr>
<th>$X$</th>
<th>spherical coordinate</th>
<th>law of the spherical coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{R}S^n$</td>
<td>$x = x_{n+1}$</td>
<td>$\frac{\Gamma\left(\frac{n+2+1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)\Gamma\left(\frac{n+1}{2}\right)} \left(1 - x^2\right)^{\frac{n+1}{2}-1} 1_{x \in [-1, 1]} , dx$</td>
</tr>
<tr>
<td>$\mathbb{R}P^n$</td>
<td>$s = \frac{</td>
<td>x_{n+1}</td>
</tr>
<tr>
<td>$\mathbb{C}P^n$</td>
<td>$s = \frac{</td>
<td>x_{n+1}</td>
</tr>
<tr>
<td>$\mathbb{H}P^n$</td>
<td>$s = \frac{</td>
<td>x_{n+1}</td>
</tr>
<tr>
<td>$\mathbb{O}P^2$</td>
<td>$s = \frac{</td>
<td>y</td>
</tr>
</tbody>
</table>
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In the case of a projective space $\mathbb{KP}^n$, one obtains a $\beta$-distribution

$$\beta^{(a,b)}(ds) = \frac{\Gamma(a+b)}{\Gamma(a)\Gamma(b)} s^{a-1}(1-s)^{b-1} ds$$

with parameters $a$ and $b$ which depends on the field $K$ of the projective space and on the rank $n$. The distribution of the spherical coordinate $x$ on the real sphere $\mathbb{RS}^n$ will be denoted $\theta^n(dx)$; its image by the map $x \mapsto x^2$ is the distribution $\beta^{(\frac{1}{2}, \frac{1}{2})}$.

By the remark stated just after the Cartan analogue 3.6 of the Peter–Weyl theorem, the zonal spherical functions $\text{zon}^\lambda$ with $\lambda \in \hat{G}^K$ form an orthogonal basis of the space of $K$-invariant functions on $X$, with the normalisation condition $\text{zon}^\lambda(e_G) = 1$. On the other hand, the orthogonal polynomials with respect to the distribution $\theta^n(ds)$ or $\beta^{a,b}(dx)$ form an orthogonal basis of the space of functions of the parameter $x$ or $s$ which are square-integrable. Since the bi-$K$-invariant functions are functions of this single parameter, the two orthogonal bases correspond, and the following proposition describes these functions and the associated spherical representations.

**Proposition 3.8.** Consider a symmetric space $X = G/K$ with rank one. There is in each case a dominant weight $\omega_0 \in C \cap Z\Omega$ such that $\hat{G}^K = N\omega_0$:

<table>
<thead>
<tr>
<th>$X$</th>
<th>$V_{\omega_0}$</th>
<th>$d_{k\omega_0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{RS}^n$</td>
<td>geometric representation on $\mathbb{C}^{n+1}$</td>
<td>$\frac{2k+n-1}{k+n-1} \Gamma \left( \frac{k+n-1}{n-1} \right)$</td>
</tr>
<tr>
<td>$\mathbb{RP}^n$</td>
<td>$\mathfrak{so}^1(n+1, \mathbb{C}) \subset \mathfrak{sl}(n+1, \mathbb{C})$</td>
<td>$\frac{4k+n-1}{2k+n-1} \Gamma \left( \frac{2k+n-1}{n-1} \right)$</td>
</tr>
<tr>
<td>$\mathbb{CP}^n$</td>
<td>adjoint representation $\mathfrak{sl}(n+1, \mathbb{C})$</td>
<td>$\frac{2k+n}{n} \Gamma \left( \frac{k+n-1}{n-1} \right)$</td>
</tr>
<tr>
<td>$\mathbb{HP}^n$</td>
<td>$\mathfrak{sp}^1(2n+2, \mathbb{C}) \subset \mathfrak{sl}(2n+2, \mathbb{C})$</td>
<td>$\frac{2k+2n+1}{(2n+1)(k+1)} \Gamma \left( \frac{k+2n}{2n} \right)$</td>
</tr>
<tr>
<td>$\mathbb{OP}^2$</td>
<td>tracefree part of the Albert algebra $\Lambda(3, \mathbb{O})$</td>
<td>$\frac{2k+11}{385} \Gamma \left( \frac{k+10}{4} \right)$</td>
</tr>
</tbody>
</table>

The corresponding zonal spherical functions are the Legendre polynomials in the case of real spheres

$$P^{n,k}(x) = \frac{(-1)^k \Gamma \left( \frac{n}{2} \right)}{2^n \Gamma \left( \frac{n}{2} + k \right)} \frac{1}{(1-x^2)^{\frac{n}{2}-1}} \frac{d^k}{dx^k} (1-x^2)^{\frac{n}{2}+k-1}, \quad k \geq 0,$$

and the Jacobi polynomials

$$J^{(a,b),k}(s) = \frac{(-1)^k \Gamma(b)}{\Gamma(b+k)} \frac{1}{s^{a-1}(1-s)^{b-1}} \frac{d^k}{ds^k} (s^{a+k-1}(1-s)^{b+k-1}), \quad k \geq 0,$$

both formulas being instances of Rodrigues’ formula for orthogonal polynomials.

The first part of the proposition is an immediate application of the Cartan–Helgason theorem which identifies the spherical dominant weights; the second part is treated in [7, Chapter 2] in the case of spheres, and in [65] for the other spaces.

**Asymptotics of the largest eigenvalues** By combining Proposition 3.7 and the explicit formula for zonal spherical functions from Proposition 3.8, we can now compute the limiting eigenvalues of $\frac{A(N,L)}{N}$. Let us for instance treat the case of projective spaces. We have for $k \geq 1$:

$$c_{k\omega_0} = \int_0^1 \arccos(\sqrt{s}) ds J^{(a,b),k}(s) \beta^{(a,b)}(ds)$$
Theorem 3.9. Let $X$ be a sscc with rank one, and $L$ a level in $(0, \frac{\pi}{2})$. In the sense of Theorem 2.1, the limit of $\text{Spec} \left( \frac{A(N,L)}{N} \right)$ consists of one eigenvalue $c_k$ for each $k \geq 0$, the multiplicity of $c_k$ being the dimension $d_{k\omega_0}$ computed in Proposition 3.8. The eigenvalues $c_k$ are provided by the following table:

<table>
<thead>
<tr>
<th>$X$</th>
<th>$c_0$</th>
<th>$c_{k \geq 1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS$^n$</td>
<td>$\frac{1}{2} \int_0^\infty (\sin x)^{n-1} \cos x , dx$</td>
<td>$\int_0^\infty \frac{(\sin x)^n}{x^{n+1}} \sin x , dx$ $\cos L^{n+2,k-1}(\cos L)$</td>
</tr>
<tr>
<td>RP$^n$</td>
<td>$\frac{1}{2} \int_0^\infty (\sin x)^{n-1} \cos x , dx$</td>
<td>$\frac{\Gamma(\frac{n+2}{2})}{\Gamma(\frac{n+1}{2})} \cos L , J^{(\frac{n+2}{2}, k)}(\cos L)$</td>
</tr>
<tr>
<td>CP$^n$</td>
<td>$(\sin L)^{2n}$</td>
<td>$\cos L^{2n,1}(\cos L)$ $\cos L^{2n,0}(\cos L)$</td>
</tr>
<tr>
<td>HP$^n$</td>
<td>$(\sin L)^n (1 + 2n \cos^2 L)$</td>
<td>$2n + 1) (\cos L)^4 (\sin L)^{4n} J^{(3,2n+1),k-1}(\cos^2 L)$</td>
</tr>
<tr>
<td>OF$^2$</td>
<td>$(\sin L)^{16} \left( \frac{1+8 \cos^2 L}{1+36 \cos^4 L+120 \cos^6 L} \right)$</td>
<td>$165 (\cos L)^8 (\sin L)^{16} J^{(5,9),k-1}(\cos^2 L)$</td>
</tr>
</tbody>
</table>

In particular, one can as in Section 3.3 use these formulas in order to compute the asymptotic spectral radius and spectral gap of $\Gamma_{\text{geom}}(N, L)$ in these cases.

Example 3.10. Let us treat the example from Figure 3. The spherical representations for the real sphere $R^2$ have dimension $2k + 1$, $k \geq 0$; the corresponding zonal spherical functions are the classical Legendre polynomials $P^{2,k}(x) = \frac{1}{2^{k+1}} \frac{d^k}{dx^k} (x^2 - 1)^k$. The limiting eigenvalues of the rescaled adjacency matrix $\frac{A(N,L)}{N}$ of a random geometric graph with level $L$ on the sphere are

$$c_0 = \frac{1 - \cos L}{2} \quad \text{and} \quad c_k = \frac{\sin^2 L}{4} P_{4,k-1}(\cos L),$$

with $P_{4,k-1}(x) = \frac{1}{2^{k-1} k!} \frac{d^{k-1}}{dx^{k-1}} (x^2 - 1)^k$.

Thus, up to the multiplicative factor $\frac{\sin^2 L}{4}$, all the limiting eigenvalues of the random geometric graph of level $L$ can be obtained by looking at the values at $x = \cos L$ of the family of functions

$$\left\{ f(x) = \frac{2}{1+x} \right\} \cup \left\{ P^{4,k}(x), \quad k \geq 0 \right\}$$

see Figure 11.
Figure 11: The limiting eigenvalues of a random geometric graph on the 2-dimensional real sphere in the Gaussian regime.

4 Asymptotics of the graph and of its spectrum in the Poissonian regime

In this section, we fix a ssccss $X$ (of group or non-group type), and we are interested in the asymptotic behavior of the spectrum of $\Gamma_{\text{geom}}(N, L_N)$ when $N$ goes to infinity and $L_N$ goes to 0 in the following prescribed way:

$$L_N = \left( \frac{\ell}{N} \right)^{\frac{1}{\dim X}},$$

with $\ell > 0$ fixed. As explained in the introduction, with this normalisation of $L_N$, the expected number of neighbors of a fixed vertex of $\Gamma_{\text{geom}}(N, L_N)$ (for instance $v_1$) is asymptotic to

$$\frac{c(\dim X)}{\text{vol}(X)} \ell,$$

where $\text{vol}(X)$ is the volume of the space $X$, and $c(\dim X)$ is the volume of a Euclidean unit ball in $\mathbb{R}^{\dim X}$. When $X = G$ is a Lie group, its volume $\text{vol}(G)$ is computed in Section
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6.6; for the other cases, we refer to [1]. We now set

$$\nu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{c_i(N)},$$

where \(c_1(N) \geq c_2(N) \geq \cdots \geq c_N(N)\) are the eigenvalues of the adjacency matrix of \(\Gamma_{\text{geom}}(N, L_N)\). For each \(N\), \(\nu_N\) is a random element of \(\mathcal{M}^1(\mathbb{R})\), the set of Borel probability measures on the real line. The remainder of this article focuses on studying the asymptotic behavior of the random spectral measures \(\nu_N\). We shall in particular prove that there exists a probability measure \(\mu \in \mathcal{M}^1(\mathbb{R})\) which depends only on \(\ell, \text{vol}(X)\) and \(\dim X\), and such that

$$\nu_N \overset{\mathcal{L}}{\rightarrow} N \to +\infty \mu, \quad (4.2)$$

where \(\overset{\mathcal{L}}{\rightarrow}\) denotes the convergence in law; see Theorem 4.20. In Equation (4.2), the convergence occurs in probability; this makes sense since \(\mathcal{M}^1(\mathbb{R})\) is a polish space for the topology of weak convergence, so in particular it is metrisable; see [15, Chapter 1].

There are at least two possible approaches in order to prove the convergence in law (4.2):

- **Local Benjamini–Schramm convergence of the graphs** (this section). The notion of local convergence of graphs has been introduced formally in [9] and [5, Section 2]; the idea appeared in several previous works for specific examples, see for instance [4]. More recently, a connection between this notion of convergence and the weak convergence of the spectral measures of the adjacency matrices has been established. We refer to [19, 2, 20], and to [18, Proposition 2.2] for the most general result, which relies on arguments from the theory of von Neumann algebras. We recall briefly this theory in Section 4.1. In the setting of Poissonian random geometric graphs:

  (i) We have a random point process \((v_n)_{n \in \mathbb{N}}\) (the random vertices) which takes place on a space which is locally almost isometric to an Euclidean vector space.

  (ii) As \(n\) goes to infinity, this random point process has locally almost the same statistics as a Poisson point process.

  (iii) The geometric graph built from this random point process converges then in the local Benjamini–Schramm sense, and this implies the weak convergence of the spectral measures.

In the *almost* correspondences listed above, the geometric graphs can be locally modified with a positive probability, so we have to be very careful if we want to prove rigorously the local convergence of our random geometric graphs. To this purpose, we solve a more general problem by giving a sufficient condition for a convergent random point process on a convergent sequence of metric spaces to give rise to a sequence of random graphs which is locally convergent (Theorem 4.11). In Section 4.2, we recall the notion of pointed Lipschitz convergence for proper metric spaces, and we present a similar notion of convergence for proper metric spaces endowed with a random point process. In Section 4.3, we relate these notions of convergence to the local convergence of random geometric graphs under a mild regularity hypothesis. Our result implies in particular the Benjamini–Schramm convergence of the Poissonian random geometric graphs on a compact connected symmetric space \(X\), the limit being the geometric graph drawn from a Poisson point process on \(\mathbb{R}^{\dim X}\) (Theorem 4.6). This geometric argument combined with the aforementioned result from [18] implies the convergence of the spectral measures.
ν_N towards some probability measure μ (see Theorem 4.20). For this result, we shall use in addition to the previous argument the fact that in a Poissonian random geometric graph, the neighborhoods of two vertices which are at macroscopic distance are asymptotically independent when N goes to infinity.

- **Method of moments** (Section 5). Another more naive approach is to try to compute the moments of the measure ν_N, and to prove that they all converge in probability towards the moments of a measure which is determined by its moments. We shall prove at the end of Section 4.4 that the limiting measure μ is indeed determined by its moments. Section 5 proposes then a combinatorial method in order to compute these limiting moments, and it explains how the computation of these moments is related to the asymptotic representation theory of the Lie group G. As detailed in the introduction, we do not solve entirely the problem of the computation of the moments of μ, but this alternative approach leads quite surprisingly to a general conjecture on certain functionals of the irreducible representations of the group.

### 4.1 Benjamini–Schramm local convergence and continuity of the spectral map

The notion of local convergence of random graphs concerns random rooted graphs. Since all the vertices of a random geometric graph play the same role, looking at rooted graphs (Γ, r) instead of simple graphs Γ will not be a problem hereafter. We denote \( G_\bullet \) the set of all connected locally finite rooted graphs \((\Gamma, r) = (V, E, r)\):

- \( \Gamma = (V, E) \) is a simple graph, with V possibly infinite but countable;
- \( r \in V \) is a distinguished vertex and all the vertices of \( \Gamma \) are connected to \( v \) by a finite path;
- any vertex \( v \in V \) has finite degree: \( \deg v = |\{ w \in V \mid v \sim w \}| < +\infty \).

We identify two connected locally finite rooted graphs \((\Gamma_1, r_1)\) and \((\Gamma_2, r_2)\) if there exists a bijective map \( \phi : V_1 \to V_2 \) such that \( \phi(r_1) = r_2 \) and such that \( (v, w) \in E_1 \) if and only if \( (\phi(v), \phi(w)) \in E_2 \). On the other hand, for \( n \in \mathbb{N} \), we denote \( G_\bullet(n) \) the subset of \( G_\bullet \) that consists in rooted graphs \((V, E, r)\) where all the vertices \( v \in V \) satisfy \( d_\Gamma(v, r) \leq n \). Here and in the sequel, the distance \( d_\Gamma \) is the graph distance \( d_\Gamma(v, w) = \min\{ r \geq 0 \mid v = v_0 \sim v_1 \sim v_2 \sim \cdots \sim v_r = w \} \). It should not be confused with the geodesic distance \( d \) if the vertices of \( \Gamma \) are points in a Riemannian manifold X. We have a natural homomorphism of rooted graphs

\[
\pi_n : G_\bullet \to G_\bullet(n)
\]

\[
(\Gamma, r) \mapsto (\Gamma(r, n), r),
\]

where \( \Gamma(r, n) \) is the subgraph of \( \Gamma \) whose vertices are the \( v \)'s in \( V \) such that \( d_\Gamma(r, v) \leq n \), and whose edges are those of \( \Gamma \) that connect vertices \( v, w \) such that \( d_\Gamma(r, v) \leq n \) and \( d_\Gamma(r, w) \leq n \). For instance, if \( (\Gamma, r) \) is the lattice \( \mathbb{Z}^2 \) rooted at the origin \( r = (0, 0) \), then

\[
\pi_3(\mathbb{Z}^2, (0, 0)) =
\]

We endow $\mathfrak{G}_\bullet$ with the following distance:

$$d_\bullet((\Gamma, r), (\Gamma', r')) = \frac{1}{1 + \min\{n \in \mathbb{N} \mid \pi_n(\Gamma, r) = \pi_n(\Gamma', r')\}}.$$ 

It is known that $(\mathfrak{G}_\bullet, d_\bullet)$ is a complete separable metric space. Moreover, the topology corresponding to $d_\bullet$ is the projective limit of the discrete topologies on the sets $\mathfrak{G}_\bullet(n)$:

$$((\Gamma_N, r_N) \rightarrow_{d_\bullet, N \to \infty} (\Gamma, r)) \iff (\forall n \in \mathbb{N}, \exists N_n \text{ such that } \forall N \geq N_n, \pi_n(\Gamma_N, r_N) = \pi_n(\Gamma, r)).$$

Let us now introduce randomness in this framework. Since $\mathfrak{G}_\bullet$ is a polish space, the space $\mathcal{M}_1(\mathfrak{G}_\bullet)$ of Borel probability measures on the space of rooted graphs is again a polish space. We say that a sequence of random rooted graphs $(\Gamma_N, r_N)_{N \in \mathbb{N}}$ converges in the local Benjamini–Schramm sense towards a random rooted graph $(\Gamma, r)$ if the probability distributions $L(\Gamma_N, r_N)$ and $L(\Gamma, r)$ of these random rooted graphs satisfy

$$L(\Gamma_N, r_N) \rightarrow_{N \to \infty} L(\Gamma, r).$$

We have the following characterisation of the local Benjamini–Schramm convergence:

**Proposition 4.1.** A sequence of random rooted graphs $(\Gamma_N, r_N)_{N \in \mathbb{N}}$ converges in the local sense if and only if, for any $n \in \mathbb{N}$ and any rooted finite graph $\gamma_n \in \mathfrak{G}_\bullet(n)$,

$$\lim_{N \to +\infty} \mathbb{P}[\pi_n(\Gamma_N, r_N) = \gamma_n] = \mathbb{P}[\pi_n(\Gamma, r) = \gamma_n].$$

This equivalence is stated without proof at the beginning of [9]; it is relatively easy to prove once one remarks that any open subset of $\mathfrak{G}_\bullet$ is a finite or countable disjoint union of open balls.

If $\Gamma$ is a finite graph on $N$ vertices, its spectral measure $\nu_\Gamma$ is $\frac{1}{N} \sum_{i=1}^N \delta_{\gamma_i}$, where the $\gamma_i$’s are the eigenvalues of the symmetric adjacency matrix $A\Gamma$; thus, $\nu_N = \nu_{\text{geom}(N, L_N)}$. This definition can be extended to certain infinite (random) rooted graphs as follows. Given $(\Gamma, r) = (V, E, r) \in \mathfrak{G}_\bullet$, we can consider the adjacency operator

$$A\Gamma : \ell^2_\ell(V) \rightarrow \ell^2_\ell(V)$$

$$f \mapsto \left(A\Gamma f : w \mapsto \sum_{(v, w) \in E} f(v)\right)$$

where $\ell^2_\ell(V)$ is the space of finitely supported functions on $V$, which is dense in $\ell^2(V)$. This operator is self-adjoint, and it admits at least one self-adjoint extension to $\ell^2(V)$. If $\Gamma$ has a uniformly bounded degree, then the self-adjoint extension is unique and it is a continuous linear operator $\ell^2(V) \rightarrow \ell^2(V)$. However, in general, there might be several different self-adjoint extensions of $A\Gamma$, and these extensions can be unbounded operators. We say that the graph $\Gamma$ or its adjacency operator $A\Gamma$ is essentially self-adjoint if the self-adjoint extension $A\Gamma : \ell^2(V) \rightarrow \ell^2(V)$ is unique. In this case, given a root $r$ of $\Gamma$, we define the spectral measure $\mu_{(\Gamma, r)}$ of the rooted graph by the following formula:

$$\forall z \in \mathbb{C}_+, \quad \langle 1_r \mid (A\Gamma - z)^{-1}(1_r) \rangle_{\ell^2_\ell(V)} = \int_{\mathbb{R}} \frac{1}{x - z} \mu_{(\Gamma, r)}(dx),$$

where $\mathbb{C}_+$ denotes the upper half-plane. The measure $\mu_{(\Gamma, r)}$ is a Borel probability measure in $\mathcal{M}_1(\mathbb{R})$, and its existence and unicity is obtained by using Herglotz’s representation theorem of holomorphic functions on the upper half-plane, and the standard properties of the resolvent of a self-adjoint (possibly unbounded) linear operator. We refer to [63] for the spectral theory of unbounded operators.
Remark 4.2. In this general setting, we cannot a priori use the moments $M_{s \geq 1} = \langle 1_{r} | (A_{r})^{s} 1_{r} \rangle$ in order to define $\mu_{(\Gamma, r)}$. Indeed, without additional assumptions, these quantities might correspond to several different probability measures; see however the end of Section 4.4.

Given a distribution $L \in \mathcal{M}_{\text{ess}}^{1}(\mathcal{G}_{\ast}) \subset \mathcal{M}^{1}(\mathcal{G}_{\ast})$ supported by essentially self-adjoint rooted graphs, we can finally define its spectral measure $\mu_{L}$ by $\mu_{L} = E_{L}[\mu_{(\Gamma, r)}]$. The process of taking the expectation of a random probability measure is what one expects: for any bounded continuous function $f$ on $\mathbb{R}$, $\mu_{L}(f) = E_{L}[\mu_{(\Gamma, r)}(f)]$. This formula defines a positive linear functional $\mu_{L}$ on $\mathcal{G}_{\ast}(\mathbb{R})$, and by [49, Chapter IX, §2, Theorem 2.3] this functional is uniquely determined by a Borel probability measure $\mu_{L}$ in $\mathcal{M}^{1}(\mathbb{R})$. We have thus defined a spectral map

$$\mathcal{M}_{\text{ess}}^{1}(\mathcal{G}_{\ast}) \to \mathcal{M}^{1}(\mathbb{R})$$

$$L \mapsto \mu_{L}.$$ 

This construction extends the notion of spectral measure of a finite graph. Indeed, given a finite graph $\Gamma$, let us denote $U(\Gamma)$ the uniformly pointed graph constructed from $\Gamma$: it is the random connected finite graph $(\Gamma, r)$ with $r$ uniformly chosen among the vertices of $\Gamma$, and where we only keep the connected component of the root $r$. This measure is supported by connected finite graphs, which are of course essentially self-adjoint. An easy computation shows then that the measure $\mu_{U(\Gamma)}$ defined above is simply equal to $\nu_{\Gamma}$; see e.g. [18, beginning of Section 2.3].

Remark 4.3. Above and also in the sequel, the spectral measures of finite graphs are denoted by the letter $\nu$, whereas the expected spectral measures of random essentially self-adjoint rooted graphs are denoted by the letter $\mu$. The reader should pay attention to the fact that in the first case the spectral measure $\nu$ can be random if the graph is random, whereas the notation $\mu$ is always used for deterministic measures.

As far as we know, it is unknown whether the spectral map $\mu$ is continuous on the whole space $\mathcal{M}_{\text{ess}}^{1}(\mathcal{G}_{\ast})$ of essentially self-adjoint random rooted graphs, but the restriction to a smaller subspace is known to be continuous. A distribution $L \in \mathcal{M}^{1}(\mathcal{G}_{\ast})$ is said unimodular if, for any positive measurable function $f : \mathcal{G}_{\ast} \to \mathbb{R}_{+}$ on the set of locally finite bi-rooted graphs $(\Gamma, r_{1}, r_{2})$, one has

$$E_{L} \left[ \sum_{v \in V(\Gamma, r)} f(\Gamma, r, v) \right] = E_{L} \left[ \sum_{v \in V(\Gamma, r)} f(\Gamma, v, r) \right].$$

Here, $\mathcal{G}_{\ast}$ is endowed with the smallest topology which makes the two projections $(\Gamma, r_{1}, r_{2}) \to (\Gamma, r_{1})$ and $(\Gamma, r_{1}, r_{2}) \to (\Gamma, r_{2})$ continuous towards $\mathcal{G}_{\ast}$. For any finite graph $\Gamma$, $U(\Gamma)$ is unimodular, and conversely, a unimodular distribution $L$ of random rooted graphs which is supported by connected finite graphs is necessarily a mixture of uniformly pointed graphs $U(\Gamma)$. It was shown by Benjamini and Schramm that the unimodular distributions form a closed subset $\mathcal{M}_{\text{uni}}^{1}(\mathcal{G}_{\ast}) \subset \mathcal{M}^{1}(\mathcal{G}_{\ast})$ for the local convergence; see [9, Section 3.2] or [18, Lemma 2.1].

Theorem 4.4. If $(\Gamma, r)$ is a random rooted graph chosen according to a unimodular distribution $L$, then $\Gamma$ is $L$-almost surely essentially self-adjoint. In other words, $\mathcal{M}_{\text{uni}}^{1}(\mathcal{G}_{\ast}) \subset \mathcal{M}_{\text{ess}}^{1}(\mathcal{G}_{\ast})$. Then, the restriction of the spectral map $\mu$ to $\mathcal{M}_{\text{uni}}^{1}(\mathcal{G}_{\ast})$ is continuous with respect to the Benjamini–Schramm local convergence and to the weak convergence of measures.

These facts are proven in [18, Proposition 2.2]. They imply in particular that if $(\Gamma_{N})_{N \in \mathbb{N}}$ is a sequence of random graphs such that $U(\Gamma_{N}) \to L$ for some $L$ in $\mathcal{M}^{1}(\mathcal{G}_{\ast})$.
Proof. See [19, Theorem 1] or [20, Corollary 12]; the arguments in Remark 4.7. The arguments used hereafter adapt readily to any connected compact homogeneous Riemannian manifold $X = G/H$; in particular, since we do not use any argument from representation theory in this section, the assumption of simple connectedness on the symmetric spaces is here superfluous.

Let us give an intuitive explanation of Theorem 4.6. When looking at the $s$-neighborhood (in the sense of graph distance) of a random root $r_N$ in $\Gamma_{\text{geom}}(N, L_N)$, this $s$-neighborhood only depends on what happens in a small ball of radius $O(sL_N)$ around $r_N$, and this ball is almost isometric to its Euclidean counterpart in $\mathbb{R}^{\dim X}$. Then, the restriction of the point process $\{v_1, \ldots, v_N\}$ to the small ball converges towards a Poisson point process, since each $v_i$ has a probability $O(1/\ell^2)$ to be in the small ball, and since there are $N$ independent random points $v_1, \ldots, v_N$. Theorem 4.6 is therefore a natural result, but let us insist on the fact that its rigorous proof cannot be made short, for the following reason. Since we only have a quasi-isometry between the small ball $B^X$ in $X$ and its tangent projection $B^{\text{Euclidean}}$ in $\mathbb{R}^{\dim X}$.

The projection in $B^{\text{Euclidean}}$ of a geometric graph with level $L_N$ in $B^X$ is not a geometric graph with level $L_N$ in $B^{\text{Euclidean}}$.

4.2 Pointed Lipschitz and random pointed Lipschitz convergence

In the remainder of this section, we fix a ssccss $X$, a parameter $\ell > 0$, and we consider the sequence of random geometric graphs $\Gamma_N = \Gamma_{\text{geom}}(N, L_N)$, with $L_N$ as in Equation (4.1). We denote $U(\Gamma_N) = (\Gamma_N, r_N)$ with $r_N$ uniformly chosen among the vertices of $\Gamma_N$, and where it is understood that we then only look at the connected component of this root $r_N$. We recall that $\nu_N$ is the (random) spectral measure of the random geometric graph $\Gamma_{\text{geom}}(N, L_N)$, and we shall also denote $\mu_N = \text{E}[\nu_N]$; with the notations previously introduced, $\mu_N = \mu(\Gamma_{\text{geom}}(N, L_N))$. The discussion of the previous section shows that the convergence in probability $\nu_N \rightharpoonup \mu$ and the deterministic convergence $\mu_N \rightarrow \mu$ are quite close results, and that the second (weaker) result is an immediate consequence of:

Theorem 4.6 (Local convergence).

1. The sequence $(\Gamma_N, r_N)_{N \in \mathbb{N}}$ converges in the local Benjamini–Schramm sense towards an infinite random rooted graph $(\Gamma_{\infty}, r)$. As a consequence, there exists a Borel probability measure $\mu$ on $\mathbb{R}$ such that $\mu_N \rightharpoonup_{N \rightarrow \infty} \mu$.

2. The limit $(\Gamma_{\infty}, r)$ has the following distribution. We consider a Poisson point process $P$ on $\mathbb{R}^{\dim X}$ with intensity $\frac{\ell}{\text{vol}(X)} \text{Leb}$, where $\text{Leb}$ is the standard Lebesgue measure. We take $r = 0$ and we connect points of $P \cup \{0\}$ when their Euclidean distance is smaller than 1. Then, $\Gamma_{\infty}$ has the distribution of the connected component of the root vertex $\{0\}$. In particular, the local limit depends only on $\dim X$ and on the parameter $\frac{\ell}{\text{vol}(X)}$.

Remark 4.7. The arguments used hereafter adapt readily to any connected compact homogeneous Riemannian manifold $X = G/H$; in particular, since we do not use any argument from representation theory in this section, the assumption of simple connectedness on the symmetric spaces is here superfluous.

The projection in $B^{\text{Euclidean}}$ of a geometric graph with level $L_N$ in $B^X$ is not a geometric graph with level $L_N$ in $B^{\text{Euclidean}}$. 
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Therefore, we need to be very careful with the various approximations involved in the previous intuitive explanation. To overcome the aforementioned difficulties, we shall see Theorem 4.6 as a particular case of a more general result, which states roughly that if a sequence of pointed metric spaces converges in a suitable way, and if one chooses random points on these spaces in a way that is also convergent, then the corresponding geometric graphs converge under adequate assumptions in the local Benjamini–Schramm sense. The existence of such a result is not really surprising, but we could not find in the literature a set of sufficient conditions for the local convergence of graphs in this setting. The remainder of this subsection is devoted to the introduction of all the required hypotheses. In Section 4.3, we shall then show that these hypotheses lead to the aforementioned connection between convergence of metric spaces and convergence of random geometric graphs (Theorem 4.11). We shall also prove in this paragraph and in the next one that all the required hypotheses for Theorem 4.11 are fulfilled in the Poissonian regime of random geometric graphs on a ssccs, leading to a proof of Theorem 4.6.

We start by recalling the notion of pointed Lipschitz convergence [37]. Given two compact metric spaces \((X, d)\) and \((X', d')\), we say that they are Lipschitz equivalent if there exists an homeomorphism \(f : X \to X'\) such that

\[
\forall x \neq y \in X, \quad c \leq \frac{d'(f(x), f(y))}{d(x, y)} \leq C;
\]

with \(c\) and \(C\) strictly positive constants. The Lipschitz distance between two compact metric spaces is then defined by

\[
d_L((X, d), (X', d')) = \inf_{f: X \to X'} \text{homeomorphism} \left(\|\log \text{dil}(f)\| + \|\log \text{dil}(f^{-1})\|\right),
\]

where \(\text{dil}(f)\) denotes the dilation constant of an homeomorphism, defined by

\[
\text{dil}(f) = \sup_{x \neq y \in X} \frac{d'(f(x), f(y))}{d(x, y)}.
\]

We convene that \(d_L((X, d), (X', d')) = +\infty\) if the two spaces \((X, d)\) and \((X', d')\) are not Lipschitz equivalent. Obviously, \(d_L((X, d), (X', d')) = 0\) if and only if the two spaces \((X, d)\) and \((X', d')\) are isometric, so \(d_L\) is well defined on the set CMS of isometry classes of compact metric spaces. The topology associated to this notion of convergence does not have nice properties (polish space, etc.), and it is much finer than the Gromov–Hausdorff topology (cf. [37, Section 3.11] and [60, Chapter 10]). However, it is adequate in order to compare random point processes on metric spaces, and the corresponding random geometric graphs.

It is easy to adapt the definition of the Lipschitz distance to pointed compact metric spaces: if \((X, x, d)\) and \((X', x', d')\) are two pointed compact metric spaces (compact metric spaces with a distinguished point), we define their pointed Lipschitz distance by

\[
d_{L,*}((X, x, d), (X', x', d')) = \inf_{f: X \to X'} \text{homeomorphism} \left(\|\log \text{dil}(f)\| + \|\log \text{dil}(f^{-1})\| + d'(f(x), x') + d(x, f^{-1}(x'))\right).
\]

This metric yields a topology on the set CMS, of pointed isometry classes of pointed compact metric spaces. Next, we consider pointed \emph{proper} metric spaces, that is to say metric spaces \((X, d)\) with a distinguished point \(x\) and such that every closed ball \(B^X(x, R)\) with \(R \geq 0\) is compact. Note that these hypotheses imply that every closed ball in \(X\) is compact. We denote PMS, the set of pointed isometry classes of such spaces.
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For every $R \geq 0$, we have a natural map

$$\pi_R : \text{PMS}_* \rightarrow \text{CMS}_*$$

$$(X, x, d) \mapsto (B^X(x, R), x, d_{|B^X(x, R)}),$$

and these maps allow one to endow $\text{PMS}_*$ with the topology of pointed Lipschitz convergence: a sequence of pointed proper metric spaces $(X_N, x_N, d_N)_{N \in \mathbb{N}}$ converges to $(X, x, d)$ if and only if $\pi_R((X_N, x_N, d_N)) \rightarrow_{d_*} \pi_R((X, x, d))$ for any $R \geq 0$. This is the adequate definition that we shall use hereafter for convergence of metric spaces.

**Example 4.8** (Proposition 3.15 in [37]). Let $(X, o)$ be a Riemannian manifold with a distinguished point $o$. Let $(l_N)_{N \in \mathbb{N}}$ be a sequence growing to infinity, and $d_N = l_N d$, $d$ being the geodesic distance on $X$. When $N \rightarrow \infty$, $(X, o, d_N)_{N \in \mathbb{N}}$ converges in the pointed Lipschitz topology towards $(T_o X, 0, d_{T_o X})$, where $d_{T_o X}$ is the Euclidean distance associated to the scalar product $(\cdot | \cdot)_{T_o X}$.

Let $(X_N, x_N, d_N)_{N \in \mathbb{N}}$ be a sequence of pointed proper metric spaces, and $(M_N)_{N \in \mathbb{N}}$ be a sequence of random point processes on these spaces. We now want to define a notion of convergence for the whole sequence $(X_N, x_N, d_N, M_N)_{N \in \mathbb{N}}$. Let us first recall briefly the general theory of point processes; see [47, Chapter 12] for more details. We warn the reader that in the following, all the measures considered will be positive measures; and all the results claimed hold only for proper metric spaces. If $(X, d)$ is a proper metric space, then:

- It is locally compact, therefore, the positive Radon measures (Borel measures that are locally finite and regular) are exactly the positive linear forms on the space of compactly supported continuous functions $\mathcal{C}_c(X)$ (see again [49, Chapter IX]).
- It is also $\sigma$-compact, hence polish, and in particular a Radon space. Thus, any locally finite measure on $X$ is regular, so the space $\mathcal{M}_{\text{Radon}}(X)$ of Radon measures on $X$ is simply the space of locally finite positive Borel measures.

In this setting, we endow $\mathcal{M}_{\text{Radon}}(X)$ with the $*$-weak topology: a sequence of positive Radon measures $(\mu_n)_{n \in \mathbb{N}}$ converges towards a Radon measure $\mu$ if, for any $\phi \in \mathcal{C}_c(X)$, $\mu_n(\phi) \rightarrow \mu(\phi)$. This topology is also called the vague topology, and we refer to [21, Chapter 3] for a detailed study of it. With respect to the $\sigma$-field spanned by the vague topology, for any Borel subset $A \subset X$, the map

$$\mathcal{M}_{\text{Radon}}(X) \rightarrow \mathbb{R}_+ \sqcup \{+\infty\}$$

$$\mu \mapsto \mu(A)$$

is measurable. On the other hand, if $X$ is a proper metric space, then one can show that the vague topology on $\mathcal{M}_{\text{Radon}}(X)$ makes it a polish space (see [21, Chapter 3, ex. 1.14.a] for the metrisability, and [loc. cit., Chapter 3, Proposition 14] for the completeness). A random point process is a random element of the measurable subset $\mathcal{M}_{\text{atomic}}(X) \subset \mathcal{M}_{\text{Radon}}(X)$ of atomic measures, which are the locally finite sums of Dirac measures

$$(M \in \mathcal{M}_{\text{atomic}}(X)) \iff \left(M = \sum_{i \in I} \delta_{x_i}, \text{ with } \mu(K) < +\infty \text{ for any compact subset } K\right).$$

A Poisson point process associated to an intensity $\mu \in \mathcal{M}_{\text{Radon}}(X)$ is an example of random point process, with $E[P(\phi)] = \mu(\phi)$ for any $\phi \in \mathcal{C}_c(X)$; see again [47, Chapter 12]. We denote $\text{PMS}_*, \text{ the set of pointed proper metric spaces } (X, x, d) \text{ endowed with a random point process } M$. We identify two such objects $(X, x, d, M)$ and $(X', x', d', M')$ if there exists a bijective isometry $i : X \rightarrow X'$ such that $i(x) = x'$ and $i_*M = (\text{law}) M'$. We
say that a sequence \((X_N, x_N, d_N, M_N)_{N \in \mathbb{N}}\) in \(\text{PMS}_\star\) converges in the random pointed Lipschitz sense towards an element \((X, x, d, M)\) if, for any \(R > 0\), there exists an integer \(N_0(R)\) such that for \(N \geq N_0(R)\), one can find homeomorphisms \(f_{N,R} : B^{X_N}(x_N, R) \to B^X(x, R)\) with the following properties:

1. We have
\[
\lim_{N \to \infty} \left( |\log \text{dil}(f_{N,R})| + |\log \text{dil}(f_{N,R}^{-1})| + d'(f_{N,R}(x_N), x) + d(x_N, f_{N,R}(x)) \right) = 0.
\]
In particular, this implies that \((X_N, x_N, d_N) \to (X, x, d)\) in the pointed Lipschitz topology.

2. Consider a continuous function \(\phi : X \to \mathbb{R}\) which is compactly supported on a ball \(B^X(x, R)\). If \((M_N)_{B^X(x_N, R)} = \sum_{i \in I_N,R} \delta_{x_N,i}\) and \(M_{1_{B^X(x,R)}} = \sum_{i \in I_R} \delta_{x,i}\), then we have the convergence in law
\[
\sum_{i \in I_N,R} \phi(f_{N,R}(x_N,i)) \to_{N \to \infty} \sum_{i \in I_R} \phi(x,i).
\]

Beware that the second condition is usually weaker than the statement
\[
(f_{N,R},(M_N))_{B^X(x_N,R)} \to M_{1_{B^X(x,R)}}\quad \text{(in law and for the vague topology)},
\]

because we only allow test functions \(\phi\) that vanish on the boundary (and outside) of \(B^X(x,R)\).

**Proposition 4.9.** Let \(X\) be a sscss. We denote \(d\) the geodesic distance on \(X\) with the normalisation given by Equation (1.1): \(t_N = N^{-1}x\) and \(d_N = t_N d\); \(o = e_G\) the neutral element if \(X = G\) is a group, and \(o = \pi_X(e_G)\) the reference point if \(X = G/K\) is not a group. We denote \(M_N\) the point process on \(X\) obtained by taking \(N\) independent points at random according to the Haar measure. As \(N\) goes to infinity,
\[
(X, o, d_N, M_N) \to \left( T_o X, 0, d_{T_o X}, \mathcal{P} \left( \frac{1}{\text{vol}(X)} \right) \right), \tag{4.3}
\]

where \(d_{T_o X}\) is the Euclidean distance on \(T_o X\) associated to the opposite Killing form or its restriction, and \(\mathcal{P}(\lambda)\) is the Poisson point process on \(T_o X\) whose intensity is \(\lambda \text{Leb}\), \(\text{Leb}\) being the Lebesgue measure associated to the distance \(d_{T_o X}\). The convergence in Equation (4.3) is in the random pointed Lipschitz sense.

**Proof.** In the sequel, since we shall consider families of distances on \(X\), in order to avoid any ambiguity, we shall indicate the distance \(d\) of a ball \(B(x,r) = B(x,d)(x,r)\) in \(X\). We also denote \(\mathfrak{r} = T_o X\), which is the Lie algebra of \(X\) if \(X\) is a group, and a subspace of the Lie algebra of \(G\) if \(X = G/K\) is of non-group type. Fix \(R > 0\). By the aforementioned result from [37, Proposition 3.15], there exist some bijective maps \(f_{N,R} : B^{X}(x_N, R) \to B^{X}(0, R)\) which are smooth, which send the reference point \(o\) to \(0\), and such that
\[
\lim_{N \to \infty} \left( |\log \text{dil}(f_{N,R})| + |\log \text{dil}(f_{N,R}^{-1})| \right) = 0.
\]
Let \(\phi\) be a bounded measurable function compactly supported on \(B^{X}(0, R)\). If \(P = \mathcal{P}(\frac{1}{\text{vol}(X)} \text{Leb})\) is the Poisson process on \(\mathfrak{r}\) with intensity \(\frac{1}{\text{vol}(X)} \text{Leb}\), then the Laplace transform of \(P(\phi)\) is given by the Campbell formula:
\[
\mathbb{E}[e^{zP(\phi)}] = \exp \left( \frac{1}{\text{vol}(X)} \int_{B^{X}(0, R)} (e^{z \phi(t)} - 1) \, dt \right).
\]
On the other hand, the Laplace transform of \(((f_{N,R})_*(M_N)_{B(X,d_{N|(o,R)}}(\phi)\)) is

\[
\mathbb{E}\left[ \exp \left( z ((f_{N,R})_*(M_N)_{B(X,d_{N|(o,R)}}(\phi)) \right) \right] = \mathbb{E}\left[ \exp \left( z \sum_{i=1}^{N} 1_{d_{N|(o,v_i)} \leq R} \phi(f_{N,R}(v_i)) \right) \right] \\
= \left( \int_X \exp \left( z 1_{d_{(o,x)} \leq R} \phi(f_{N,R}(x)) \right) dx \right)^N \\
= \left( 1 + \int_{B(X,d_{N|(o,R)}} (e^{z \phi(f_{N,R}(x))} - 1) dx \right)^N.
\]

Since \(f_{N,R}\) is a smooth quasi-isometry, by the change of variables formula, the image by the map \(f_{N,R}\) of the restriction of the Haar measure to the ball \(B(X,d_{N|(o,R)}}(o,R) = B(X,d_{(o,R)}(t_{N^{-1}})\) is a measure

\[
m_{N,R}(t) \frac{1}{N \text{vol}(X)} dt,
\]

where \(m_{N,R}(t)\) is a smooth positive function that converges uniformly to 1 on \(B^t(0,R)\). Then, the change of variables \(t = f_{N,R}(x)\) yields

\[
\mathbb{E}\left[ \exp \left( z ((f_{N,R})_*(M_N)_{B(X,d_{N|(o,R)}}(\phi)) \right) \right] \\
= \left( 1 + \frac{1}{N \text{vol}(X)} \int_{B(0,R)} m_{N,R}(t) (e^{z \phi(t)} - 1) dt \right)^N \\
= \exp \left( \frac{1}{\text{vol}(X)} \int_{B(0,R)} (e^{z \phi(t)} - 1) dt \right) (1 + o(1)).
\]

This ensures the convergence in law of the restricted point processes, hence the convergence in the random pointed Lipschitz sense. Notice that, since the previous convergence holds for any bounded measurable function \(\phi\), given a family \((\phi_1, \ldots, \phi_s)\) of bounded measurable functions compactly supported on \(B^t(0,R)\), we also have

\[
\mathbb{E}\left[ \exp \left( \sum_{i=1}^{s} z_i ((f_{N,R})_*(M_N)_{B(X,d_{N|(o,R)}}(\phi_i)) \right) \right] = \mathbb{E}\left[ \exp \left( \sum_{i=1}^{s} z_i P(\phi_i) \right) \right] (1 + o(1)),
\]

hence the convergence in law of the whole vector of observables of the random point process \((f_{N,R})_*(M_N)_{B(X,d_{N|(o,R)}}\) towards the vector of observables of the Poisson point process.

\[\square\]

4.3 Convergence of metric spaces and of random geometric graphs

Given a pointed proper metric space \((X,x,d)\) endowed with a random point process \(M\), for any \(L > 0\), we can consider the geometric graph \(\Gamma_{\text{geom}}(X,x,d,M,L)\) whose vertices are the points of \(\{x\} \cup \{\text{atoms of } M\}\), and whose edges are the pairs of points \((y,z) \in \{x\} \cup \{\text{atoms of } M\}\) such that \(d(y,z) \leq L\). Here and in the sequel, we assume that \(M\) is a simple random point process (with probability 1, \(M\) does not involve atoms with multiplicity greater than 1), and that \(M(x) = 0\) almost surely. This assumption ensures that \(\Gamma_{\text{geom}}(X,x,d,M,L)\) is a simple graph without multiple edge. The geometric graph \(\Gamma_{\text{geom}}(X,x,d,M,L)\) is naturally rooted at \(x\). Since \(M\) is almost surely locally finite and \((X,d)\) is proper, it is easy to see that (the connected component of \(x\) in) \(\Gamma_{\text{geom}}(X,x,d,M,L)\) is almost surely locally finite, hence an element of \(\mathcal{G}_*\). Now, given a sequence \((X_N,x_N,d_N,M_N)_{N \in \mathbb{N}}\) in \(\text{PMS}_*\) that converges in the random pointed
Lipschitz sense towards \((X, x, d, M)\), it is natural to ask whether this ensures the local Benjamini–Schramm convergence of the random rooted graphs \(\Gamma_{\text{geom}}(X, x, N, M_N, L)\) towards \(\Gamma_{\text{geom}}(X, x, d, M, L)\). Under an additional hypothesis of regularity on the limiting point process \(M\), the answer is yes.

**Definition 4.10.** A family \((X, x, d, M) \in \text{PMS}_*\), consisting in a pointed proper metric space and a random point process on it is said regular if, for any fixed \(L > 0\), the increasing map

\[
\mathbb{R}_+ \to \mathcal{G}_*
\]

\[
l \mapsto \Gamma_{\text{geom}}(X, x, d, M, l)
\]

is almost surely continuous at \(l = L\) with respect to the local Benjamini–Schramm topology on \(\mathcal{G}_*\).

**Theorem 4.11.** Let \((X_N, x_N, d_N, M_N)_{N \in \mathbb{N}}\) be a sequence in \(\text{PMS}_*\), that converges in the random pointed Lipschitz sense towards \((X, x, d, M)\). We assume that the pointed proper metric space \((X, x, d)\) and its point process \(M\) are regular. Then, for any \(L > 0\) fixed, \((\Gamma_{\text{geom}}(X_N, x_N, d_N, M_N, L))_{N \in \mathbb{N}}\) converges in the local Benjamini–Schramm sense towards \(\Gamma_{\text{geom}}(X, x, d, M, L)\).

Note that the regularity assumption is equivalent to the fact that almost surely, no pair of points \((y, z)\) of \(\{x\} \sqcup \{\text{atoms of } M\}\) are exactly at distance \(L\) for a fixed positive real number \(L\). Let us first see why this general result implies Theorem 4.6:

**Proof of Theorem 4.6.** With \(t_N = N^{\frac{1}{\dim X}}\), we already know that the sequence of spaces \((X, r_N, t_N d, M_N)_{N \in \mathbb{N}}\) converges in \(\text{PMS}_*\), towards

\[
\left(\mathbb{R}^{\dim X}, 0, d_{\text{Euclidean}}, \delta_0 + \mathcal{P}\left(\frac{1}{\text{vol}(X)}\right)\right).
\]

The differences between this statement and Proposition 4.9 are the following:

- We have replaced the reference point \(o\) by a random atom \(r_N\) of \(M_N\), which is added to \(M_{N-1}\).
- We place ourselves on \((\mathbb{R}^{\dim X}, 0, d_{\text{Euclidean}})\) instead of \((T_{oX}, 0, d_{T_{oX}})\).

However, the second modification amounts to an isometry between \(r = T_{oX}\) and \(\mathbb{R}^{\dim X}\), whereas the first point is clearly solved by using the transitive action of the compact Lie group \(G\) associated to \(X\). Now, the limiting space is obviously regular with respect to random geometric graphs, because given \(L > 0\), there is almost surely no atom of the Poisson point process exactly at distance \(L\) from another atom, or at distance \(L\) from 0. Therefore, we have the following convergence

\[
\Gamma_{\text{geom}}(X, r_N, t_N d, M_N, \ell^{\frac{1}{\dim X}}) \to \Gamma_{\text{geom}}\left(\mathbb{R}^{\dim X}, 0, d_{\text{Euclidean}}, \delta_0 + \mathcal{P}\left(\frac{1}{\text{vol}(X)}\right)\right).
\]

By scaling, the left-hand side is also \(\Gamma_{\text{geom}}(X, r_N, d, M_N, L_N) = (\Gamma_N, r_N)\), whereas the right-hand side has the same law as \(\Gamma_{\text{geom}}\left(\mathbb{R}^{\dim X}, 0, d_{\text{Euclidean}}, \delta_0 + \mathcal{P}\left(\ell^{\frac{1}{\dim X}}\right), 1\right)\).

We now turn to the proof of Theorem 4.11, which we split in several lemmas. A first consequence of the regularity assumption is that the random increasing map \(r \mapsto M(B^X(x, r))\) is almost surely continuous at \(r = R\), for any fixed radius \(R\). Indeed, this amounts to the almost sure continuity of the map \(l \mapsto \text{card}(\pi_1(\Gamma_{\text{geom}}(X, x, d, M, l)))\) at \(l = R\). A generalisation of this property will be stated in Lemma 4.13. A less trivial consequence of the assumptions of Theorem 4.11 is the following:
Lemma 4.12. Suppose that the atoms of $M + \delta_x$ are simple, and consider a sequence $(x_N, x, d, M_N)_{N \in \mathbb{N}}$ in $PMS_{x, \star}$ that converges in the random pointed Lipschitz sense to $(X, x, d, M)$. Then, each of the random point processes $M_N + \delta_{x_N}$ and $M + \delta_x$ is uniformly separated: for any $R > 0$ and any $\varepsilon > 0$, there exists $\eta > 0$ and an integer $N_0 = N_0$ such that

$$\forall N \geq N_0, \quad P[M_N + \delta_{x_N} \text{ has two atoms in } B^{x_N}(x_N, R) \text{ at distance smaller than } \eta] \leq \varepsilon;$$

$$P[M + \delta_x \text{ has two atoms in } B^X(x, R) \text{ at distance smaller than } \eta] \leq \varepsilon.$$

Proof. In $B^X(x, R)$, we fix a finite sequence $(y_k)_{1 \leq k \leq K}$ that is $\eta$-dense: $B^X(x, R) \subset \bigcup_{k=1}^K B^X(y_k, \eta)$. This is possible since $B^X(x, R)$ is compact. We set $\phi_k(t) = (1 - \frac{d(y_k, t)}{\eta})_+$. Note then that if two points $p_1$ and $p_2$ are at distance smaller than $\frac{\eta}{2}$, then there is at least one $y_k$ such that $d(p_1, y_k) \leq \eta$ and $d(p_2, y_k) \leq \frac{\eta}{2}$, and therefore such that

$$(\delta_{p_1} + \delta_{p_2})(\phi_k) \geq \frac{3}{4} + \frac{3}{8} = \frac{9}{8}.$$

Conversely, if an atomic measure $P$ satisfies $P(\phi_k) \geq \frac{\eta}{2}$, then there are at least two atoms $p_1$ and $p_2$ of $P$ in the support of $\phi_k$, and therefore at distance $d(p_1, p_2) \leq 8\eta$. We have thus shown, for any atomic measure $P$:

$$\left(\text{the minimal distance between atoms of } P_{B^X(x, R)} \text{ is less than } \frac{3\eta}{2}\right)$$

$$\Rightarrow \left(P(\phi_1), \ldots, P(\phi_K)\right) \text{ belongs to the closed set } \bigcup_{k=1}^K (\mathbb{R}^+)^{k-1} \times \left[\frac{9}{8}, +\infty\right) \times (\mathbb{R}^+)^{K-k}$$

$$\Rightarrow \left(\text{the minimal distance between atoms of } P_{B^X(x, R+4\eta)} \text{ is less than } 8\eta\right).$$

The parameters $R$ and $\varepsilon$ being fixed, the probability that $M + \delta_x$ has two atoms in $B^X(x, R + 4\eta)$ at distance smaller than $8\eta$ goes to 0 as $\eta$ goes to 0, because $M + \delta_x$ is supposed without multiplicity (we also use the fact that the random point processes that we are studying are assumed to be locally finite). So, one can find $\eta$ such that

$$P[\text{the minimal distance between atoms of } (M + \delta_x)_{B^X(x, R+4\eta)} \text{ is less than } 8\eta] \leq \frac{\varepsilon}{2}.$$

A fortiori,

$$P\left[(M + \delta_x)(\phi_1), \ldots, (M + \delta_x)(\phi_K) \text{ belongs to } \bigcup_{k=1}^K (\mathbb{R}^+)^{k-1} \times \left[\frac{9}{8}, +\infty\right) \times (\mathbb{R}^+)^{K-k}\right]$$

is smaller than $\frac{\varepsilon}{2}$. We introduce the maps $f_{N,R+4\eta}$ which are almost isometries between the balls $B^{x_N}(x_N, R + 4\eta)$ and $B^X(x, R + 4\eta)$. By assumption, the sequence $((M_N + \delta_{x_N})(\phi_1 \circ f_{N,R+4\eta}), \ldots, (M_N + \delta_{x_N})(\phi_K \circ f_{N,R+4\eta}))$ converges in law towards $((M + \delta_x)(\phi_1), \ldots, (M + \delta_x)(\phi_K))$, so by Portmanteau theorem,

$$\limsup_{N \rightarrow \infty} \left(P\left[\left((M_N + \delta_{x_N})(\phi_1 \circ f_{N,R+4\eta}), \ldots\right) \in \bigcup_{k=1}^K (\mathbb{R}^+)^{k-1} \times \left[\frac{9}{8}, +\infty\right) \times (\mathbb{R}^+)^{K-k}\right]\right)$$

is smaller than $\frac{\varepsilon}{2}$. Therefore, for $N$ large enough, these probabilities are smaller than $\varepsilon$, and this implies that

$$P\left[\text{there are 2 atoms of } (f_{N,R+4\eta})_*(M_N + \delta_{x_N})_{B^{x_N}(x_N, R+4\eta)} \text{ at distance less than } \frac{3\eta}{2}\right]$$
is smaller than \( \varepsilon \). However, for \( N \) large enough, \( f_{N,R+4\eta} \) modifies the distances by a factor smaller than \( \frac{1}{2} \), therefore,

\[
P\left[ \text{there are 2 atoms of } (M_N + \delta_{x_N})_{B^X_N(x_N,R+4\eta)} \text{ at distance less than } \eta \right] \leq \varepsilon.
\]

This clearly implies the result. \( \square \)

A similar result that we shall use later is a property of uniform continuity of the maps \( R \mapsto M(B^X_N(x,R)) \) and \( R \mapsto M(B_{N,R}^X(x_N,R)) \):

**Lemma 4.13.** For any \( R > 0 \) and \( \varepsilon > 0 \), there exists \( \eta > 0 \) and an integer \( N_0 \) such that

\[
\forall N \geq N_0, \quad P[(M_N + \delta_{x_N})_{B^X_N(x_N,R+\eta)} \setminus B^X_N(x_N,R-\eta)] \geq 1 \leq \varepsilon;
\]

\[
P[(M + \delta_x)_X(x,R+\eta) \setminus B^X_N(x,R-\eta)] \geq 1 \leq \varepsilon.
\]

The proof of this second lemma is entirely similar to the one of Lemma 4.12, and relies on the use of adequate test functions. In the sequel, we fix a rooted finite graph \( \gamma_n \in \text{Gr}(n) \), and \( \varepsilon > 0 \). The symbols \( \Gamma_N \) and \( \Gamma \) stand for \( \Gamma_{\text{geom}}(X_N,x_N,d_N,M_N,L) \) and \( \Gamma_{\text{geom}}(X,x,d,M,L) \); in the sequel we shall deal with numerous approximations of these random graphs. Note that if \( R \geq nL \), then the structure of \( \pi_n(\Gamma,x) \) only depends on the restriction of the point process \( M \) to the ball \( B^X(x,R) \). We fix \( R \geq nL + 4 \), and then \( \eta < \min(1,\frac{\varepsilon}{4}) \) sufficiently small such that with probability at least \( 1 - \varepsilon \),

- the random rooted graphs \( \pi_n(\Gamma_{\text{geom}}(X,x,d,M,L+c\eta),x) \) with \( c \in [-4,4] \) are all the same (regularity condition);
- the atoms of \((M + \delta_x)_{B^X_N(x,R+\eta)}\) are all separated by strictly more than \( 2\eta \) (Lemma 4.12);
- the cardinality \((M + \delta_x)_{X,R-\eta}\) is the same as \((M + \delta_x)_{B^X_N(x,R+\eta)}\) (Lemma 4.13).

We denote \( A_x \) the event corresponding to these three conditions; \( P[A_x] \geq 1 - \varepsilon \). If \( \eta \) is sufficiently small and \( N_0 \) is sufficiently large, then for \( N \geq N_0 \), on an event \( A_{N,x} \), with probability larger than \( 1 - \varepsilon \), we also have the same two last conditions satisfied by \( M_N \) in \( X_N \):

- the atoms of \((M_N + \delta_{x_N})_{B^X_N(x_N,R+\eta)}\) are all separated by strictly more than \( 2\eta \);
- the cardinality \((M_N + \delta_{x_N})_{B^X_N(x_N,R-\eta)}\) is the same as \((M_N + \delta_{x_N})_{B^X_N(x_N,R+\eta)}\).

We now proceed to a kind of discretisation of the random geometric graph \( \Gamma_N \). We fix a set partition \( \Psi = \psi_1 \sqcup \psi_2 \sqcup \cdots \sqcup \psi_L \) of the ball \( B^X(x,R) \) such that \( \text{diam}(\psi_l) \leq \frac{3}{4} \) for any \( l \in [1,L] \), and we set \( \Pi_{N,l} = f_{N,R+\eta}(\psi_l) \), where \( f_{N,R+\eta} : B^X_N(x_N,R+\eta) \rightarrow B^X_N(x,R+\eta) \) is almost an isometry. If \( N \) is taken large enough, then \( f_{N,R+\eta} \) modifies the distance between two points \( p_1 \) and \( p_2 \) by a factor \( c = c(p_1,p_2) \) with

\[
\max\left(\frac{2}{3},\frac{R-\eta}{R}\right) \leq c \leq \min\left(\frac{3}{2},\frac{R+\eta}{R}\right).
\]

Therefore, \( \Pi_N \) is a set partition with

\[
B^X_N(x_N,nL) \subset B^X_N(x_N,R-\eta) \subset \left( \bigcup_{l=1}^L \Pi_{N,l} \right) \subset B^X_N(x_N,R+\eta)
\]
and such that $\text{diam}(\Pi_N,l) \leq \eta$ for any $l \in [1,\ell]$. If we place ourselves on the event $A_{N,\varepsilon}$, then $(M_N + \delta_{x_N})(\Pi_N,l) \leq 1$ for any $l \in [1,\ell]$, because otherwise $(M_N + \delta_{x_N})_{|B_\varepsilon(x_N,R+\eta)}$ would have two atoms at distance smaller than $\eta$. Hence, we have fixed for any $N \geq N_0$ a grid $\Pi_N$ with arbitrary small size and such that, with very high probability, the atoms of $(M_N + \delta_{x_N})_{|\Pi_N}$ fall into the cases of this grid with at most one atom in each case. In the following, we use the same notation $\Pi_N$ for the set partition $(\Pi_{N,1},\ldots,\Pi_{N,\ell})$ and for the disjoint union of its parts.

We call configuration associated to the random point process $M_N$ the subset

$$C(\Pi_N,M_N) = \{l \in [1,\ell] \mid (M_N + \delta_{x_N})(\Pi_N,l) \geq 1\}$$

of the set $[1,\ell]$ of parts of $\Pi_N$ that indicates in which cases of the grid the points of $M_N + \delta_{x_N}$ fall. This configuration is well-defined on the whole probability space $(\Omega,\mathcal{F},\mathbb{P})$ on which the random point process $M_N$ is constructed, and it is a measurable function of it. Besides, on the event $A_{N,\varepsilon}$, $C(\Pi_N,M_N) = \{l \in [1,\ell] \mid (M_N + \delta_{x_N})(\Pi_N,l) = 1\}$. We can associate to the discrete configuration the random rooted graph $\Gamma_{grid}(\Pi_N,M_N,L)$

- whose vertices are the $l$’s in $C(\Pi_N,M_N)$,
- whose edges connect two indices $l$ and $m$ if $d_N(\Pi_{N,l},\Pi_{N,m}) \leq L$,
- whose root is the index $l = l(x_N)$ such that $\delta_{x_N}(\Pi_{N,l}) = 1$, that is to say that $x_N$ falls in $\Pi_{N,l}$.

We refer to Figure 12 for a drawing of the configuration $C(\Pi_N,M_N)$ and of the two random rooted graphs $\Gamma_{grid}(\Pi_N,M_N,L)$ and $\Gamma_{geom}(X_N,x_N,d_N,M_N,L)$. On this drawing, the space $X_N$ is a part of the plane $\mathbb{R}^2$, the distance comes from the norm $\|\cdot\|_\infty$, the cases of the grid are of size $\eta \times \eta$, and $L = 3\eta$.

**Remark 4.14.** In all the proofs hereafter, we shall manipulate atoms of the point processes $M_N + \delta_{x_N}$, or $M + \delta_s$, and indices of configurations $C(\Pi_N,M_N)$ or $C(\Psi,M)$; and we shall discuss whether they are connected in a graph $\Gamma_{geom}$ or $\Gamma_{grid}$. When discussing the property of being connected, implicitly, we shall only consider the atoms and the indices that are at graph distance smaller than $n$ from the root of the graph. We ask the reader to keep this convention in mind, which we shall not recall each time and which if omitted might lead to imprecise arguments.

**Lemma 4.15.** On the event $A_{N,\varepsilon}$, for any $L > 0$, we have a sequence of inclusions

$$\pi_n(\Gamma_{geom}(X_N,x_N,d_N,M_N,L),x_N) \subseteq \pi_n(\Gamma_{grid}(\Pi_N,M_N,L),l(x_N)) \subseteq \pi_n(\Gamma_{geom}(X_N,x_N,d_N,M_N,L+2\eta),x_N).$$

**Proof.** Let $a$ and $b$ be two atoms of $(M_N + \delta_{x_N})_{|\Pi_N}$, and $l$ and $m$ be the indices of the parts $\Pi_{N,l}$ and $\Pi_{N,m}$ such that $a \in \Pi_{N,l}$ and $b \in \Pi_{N,m}$. We say that $l$ and $m$ are the elements of the configuration $C(\Pi_N,M_N)$ associated to $a$ and $b$; this correspondence is well-defined on $A_{N,\varepsilon}$. Now, if $a$ and $b$ are connected in $\Gamma_{geom}(X_N,x_N,d_N,M_N,L)$, then we have two points of $\Pi_{N,l}$ and $\Pi_{N,m}$ at distance smaller than $L$, so $l$ and $m$ are connected in $\Gamma_{grid}(\Pi_N,M_N,L)$. On the other hand, if $l$ is connected to $m$ in $\Gamma_{grid}(\Pi_N,M_N,L)$, then since $\Pi_{N,l}$ and $\Pi_{N,m}$ have diameter smaller than $\eta$, $a$ and $b$ are connected in $\Gamma_{geom}(X_N,x_N,d_N,M_N,L+2\eta)$. Therefore, on the event $A_{N,\varepsilon}$, we have indeed the two inclusions stated, being understood that on this event we can identify the atoms of $(M_N + \delta_{x_N})_{|\Pi_N}$ and the integers in $C(\Pi_N,M_N) \subset [1,\ell]$.}

As a consequence, if the two discretisations $\pi_n(\Gamma_{grid}(\Pi_N,M_N,L-2\eta),l(x_N))$ and $\pi_n(\Gamma_{grid}(\Pi_N,M_N,L),l(x_N))$ are the same and are equal to $\gamma_n$, then on $A_{N,\varepsilon}$, we also have
\[ \pi_n(\Gamma_N, x_N) = \gamma_n. \] This leads to the inequality
\[
P[\pi_n(\Gamma_N, x_N) = \gamma_n] \
\geq P[A_{N, \varepsilon} \cap (\pi_n(\Gamma_{\text{grid}}(\Pi_N, M_N, L - 2\eta), l(x_N)) = \pi_n(\Gamma_{\text{grid}}(\Pi_N, M_N, L), l(x_N)) = \gamma_n)] - \varepsilon \]  
(4.4)

for any \( N \geq N_0 \). From now on, we shall work on \( X_N \) with the discretised random graphs \( \Gamma_{\text{grid}} \), and the next step of the proof of Theorem 4.11 consists in relating their distribution to events that can be expressed in terms of observables \( (M_N + \delta x_N)(\theta_{N, l}) \), where the \( \theta_{N, l} \)'s are compactly supported continuous functions on \( X_N \). To construct these functions, we start from functions compactly supported on \( B^X(x, R + \eta) \):
\[
\phi_0(t) = \left(1 - \frac{d(t, B^X(x, R - \eta))}{2\eta}\right)_+;
\]
\[
\forall l \in [1, \ell], \quad \phi_l(t) = \left(1 - \frac{d(t, \Psi_l)}{\eta}\right)_+.
\]

We then set
\[
\theta_{N, l}(t \in X_N) = \begin{cases} 
\phi_l \circ f_{N, R + \eta}(t) & \text{if } t \in B^X(x_N, R + \eta), \\
0 & \text{otherwise}.
\end{cases}
\]
Given a configuration $C \subset [1, \ell]$, we denote $I_l(C) = (\frac{3}{2}, +\infty)$ if $l \in C$, and $I_l(C) = \mathbb{R}$ if $l \in [1, \ell] \setminus C$. We set

$$U_C = \left( \left( \text{card}(C) - \frac{1}{2}, \text{card}(C) + \frac{1}{2} \right) \times \prod_{l=1}^{\ell} I_l(C) \right) \subset \mathbb{R}^{\ell+1}.$$ 

The set $U_C$ is open in $\mathbb{R}^{\ell+1}$. On the other hand, for any $L > 0$, there is a finite set $\mathcal{C}(\gamma_n, \Pi_N, L)$ of configurations $C \subset [1, \ell]$ such that $\Gamma_{\text{grid}}(\Pi_N, M_N, L) = \gamma_n$ if and only if $C \in \mathcal{C}(\gamma_n, \Pi_N, L)$. The following lemma relates $A_{N,\varepsilon} \cap (\pi_n(\Gamma_{\text{grid}}(\Pi_N, M_N, L), l(x_N)) = \gamma_n)$ to the values of the random vector of observables

$$(M_N + \delta_{x_N})(\theta_N) = ((M_N + \delta_{x_N})(\theta_{N,0}), (M_N + \delta_{x_N})(\theta_{N,1}), \ldots, (M_N + \delta_{x_N})(\theta_{N,\ell}))$$

and to its belonging to certain unions of open sets $U_C$.

**Lemma 4.16.** We then have the following inclusions of events:

$$\left( A_{N,\varepsilon} \cap \left( \left( M_N + \delta_{x_N} \right)(\theta_N) \in \bigcup_{C \in \mathcal{C}(\gamma_n, \Pi_N, L-\eta)} U_C \right) \right)$$

$$\subset \left( A_{N,\varepsilon} \cap \left( \pi_n(\Gamma_{\text{grid}}(\Pi_N, M_N, L), l(x_N)) = \gamma_n \right) \right)$$

$$\subset \left( A_{N,\varepsilon} \cap \left( \left( M_N + \delta_{x_N} \right)(\theta_N) \in \bigcup_{C \in \mathcal{C}(\gamma_n, \Pi_N, L)} U_C \right) \right).$$

**Proof.** On the event $A_{N,\varepsilon}$, suppose first that there exists a configuration $C_0$ such that $(M_N + \delta_{x_N})(\theta_N) \in U_{C_0}$, with $C_0 \in \mathcal{C}(\gamma_n, \Pi_N, L - \eta) \cap \mathcal{C}(\gamma_n, \Pi_N, L + \eta)$. For any $l \in C_0$, $(M_N + \delta_{x_N})(\theta_{N,l}) \in (\frac{3}{2}, 1)$, so $f_n \Gamma_{\text{grid}}((M_N + \delta_{x_N})|\Pi_N)$ has at least one atom at distance smaller than $\frac{3}{2}$ from $\Psi_\eta$. Since $f_n \Gamma_{\text{grid}}$ cannot modify the distances by a factor larger than $\frac{3}{2}$, this implies that $M_N + \delta_{x_N}$ has at least one atom at distance strictly smaller than $\frac{3}{2}$ from $\Pi_{N,l}$, and in fact there is exactly one such atom with this property: otherwise, since $\Pi_{N,l}$ has diameter smaller than $\eta$, we would have two distinct atoms at distance smaller than $2\eta$, and this is not allowed on $A_{N,\varepsilon}$. We thus have an injection from $C_0$ to \{atoms of $(M_N + \delta_{x_N})|\Pi_N$\}, and this is actually a bijection, because if there were other atoms, then one would have

$$(M_N + \delta_{x_N})(\theta_N) = (M_N + \delta_{x_N})(\Pi_N) \geq \text{card}(C_0) + 1,$$

which contradicts the assumption $(M_N + \delta_{x_N})(\theta_N) \in U_{C_0}$. So, on $A_{N,\varepsilon}$ we have a perfect correspondence $C_0 \leftrightarrow \{\text{atoms of } (M_N + \delta_{x_N})|\Pi_N\}$. Beware that this does not imply $C(\Pi_N, M_N) = C_0$ (the two configurations might have occupied cases in the grid $\Pi_N$ that are adjacent but distinct). Let $l$ and $m$ two indices in $C_0$, $a$ and $b$ the corresponding atoms, and $l'$ and $m'$ the indices in $C(\Pi_N, M_N)$ such that $a \in \Pi_{N,l'}$ and $b \in \Pi_{N,m'}$. If $l$ is connected to $m$ by $\gamma_n$, then $d_N(\Pi_l, \Pi_m) \leq L - \eta$ since $C_0 \in \mathcal{C}(\gamma_n, \Pi_N, L - \eta)$, $d_N(a, b) \leq L$ and $d_N(\Pi_{N,l'}, \Pi_{N,m'}) \leq L$. Conversely, if $d_N(\Pi_{N,l'}, \Pi_{N,m'}) \leq L$, then $d_N(\Pi_l, \Pi_m) \leq L + \eta$, and as $C_0 \in \mathcal{C}(\gamma_n, \Pi_N, L + \eta)$, this implies that $l$ and $m$ are connected by $\gamma_n$. We conclude that the assumption made at the beginning implies that $\pi_n(\Gamma_{\text{grid}}(\Pi_N, M_N, L), l(x_N)) = \gamma_n$, whence the first inclusion of events.

The second inclusion is much simpler. On $A_{N,\varepsilon}$, if $\pi_n(\Gamma_{\text{grid}}(\Pi_N, M_N, L), l(x_N)) = \gamma_n$, then $C(\Pi_N, M_N) \in \mathcal{C}(\gamma_n, \Pi_N, L)$, and

$$(M_N + \delta_{x_N})(\theta_N) \in U_{C(\Pi_N, M_N)} \subset \bigcup_{C \in \mathcal{C}(\gamma_n, \Pi_N, L)} U_C.$$ 

□
By adapting the previous lemma to the events that appear in Inequality (4.4), we obtain the following:

\[
\liminf_{N \to \infty} (P[\pi_n(\Gamma_N, x_N) = \gamma_n]) \geq \liminf_{N \to \infty} \left( P \left[ (M_N + \delta_{x_N})(\theta_N) \in \bigcup_{C \in \mathcal{C}(\gamma_n, \Pi_N, L - 3\eta)} U_C \right] \right) - \varepsilon.
\]

Since we assume the convergence in the random pointed Lipschitz sense, and since the \(U_C\)'s are open sets, by the Portmanteau theorem, the right-hand side is larger than the analogue probability involving the limiting point process \(M + \delta_x\), so

\[
\liminf_{N \to \infty} (P[\pi_n(\Gamma_N, x_N) = \gamma_n]) \geq \liminf_{N \to \infty} \left( P \left[ (M + \delta_x)(\phi) \in \bigcup_{C \in \mathcal{C}(\gamma_n, \Pi_N, L - 3\eta)} U_C \right] \right) - \varepsilon.
\]

The following final lemma relates the event on the right-hand side to properties of the discretised random geometric graphs on \((X, x, d, M)\):

**Lemma 4.17.** We place ourselves on the event \(A_\varepsilon\) specified before the introduction of the discretised graphs \(\Gamma_{\text{grid}}\). If \(\pi_n(\Gamma_{\text{grid}}(\Psi, M, L - 4\eta), l(x))\) and \(\pi_n(\Gamma_{\text{grid}}(\Psi, M, L + 2\eta), l(x))\) are the same graph and are equal to \(\gamma_n\), then \((M + \delta_x)(\phi)\) belongs to

\[
\bigcup_{C \in \mathcal{C}(\gamma_n, \Pi_N, L - 3\eta)} U_C.
\]

**Proof.** We suppose that

\[
\pi_n(\Gamma_{\text{grid}}(\Psi, M, L - 4\eta), l(x)) = \pi_n(\Gamma_{\text{grid}}(\Psi, M, L + 2\eta), l(x)) = \gamma_n,
\]

and we are going to prove that the configuration \(C_0 = C(\Psi, M)\) belongs to the three sets \(\mathcal{C}(\gamma_n, \Pi_N, L - 3\eta), \mathcal{C}(\gamma_n, \Pi_N, L - \eta)\) and \(\mathcal{C}(\gamma_n, \Pi_N, L + \eta)\). This will imply the result, since by the same argument as in the proof of the previous lemma, \((M + \delta_x)(\phi) \in U_{C(\Psi, M)}\). Let \(l\) and \(m\) be two indices of \(C_0\) such that \(\Pi_{N,l}\) and \(\Pi_{N,m}\) are at distance smaller than \(L - 3\eta\). Then, as \(f_{N,R+\eta}\) does not modify the distances by a factor larger than \(\frac{L - 3\eta}{L - 4\eta}\), \(\Psi_l\) and \(\Psi_m\) are at distance smaller than \(L - 2\eta\), so \(l\) and \(m\) are connected in \(\gamma_n\). Conversely, if \(\Psi_l\) and \(\Psi_m\) are at distance smaller than \(L - 4\eta\), then since \(f_{N,R+\eta}\) does not modify the distances by a factor larger than \(\frac{L - 3\eta}{L - 4\eta}\), \(\Pi_{N,l}\) and \(\Pi_{N,m}\) are at distance smaller than \(L - 3\eta\). We conclude that \(C_0 \in \mathcal{C}(\gamma_n, \Pi_N, L - 3\eta)\), and the two other sets of configurations are treated with similar arguments.

**Proof of Theorem 4.11.** The previous lemma ensures that

\[
\liminf_{N \to \infty} (P[\pi_n(\Gamma_N, x_N) = \gamma_n]) \geq P[A_\varepsilon \cap (\pi_n(\Gamma_{\text{grid}}(\Psi, M, L - 4\eta), l(x)) = \pi_n(\Gamma_{\text{grid}}(\Psi, M, L + 2\eta), l(x)) = \gamma_n)] - \varepsilon.
\]

However, we have on \(A_{\varepsilon}\) the inclusion

\[
\pi_n(\Gamma_{\text{geom}}(X, x, d, M, L - 4\eta), x) \subset \pi_n(\Gamma_{\text{grid}}(\Pi, M, L - 4\eta), l(x)) \subset \pi_n(\Gamma_{\text{grid}}(\Pi, M, L + 2\eta), l(x)) \subset \pi_n(\Gamma_{\text{geom}}(X, x, d, M, L + 4\eta), x),
\]
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for the same reasons as in Lemma 4.15. Since the two bounds given by geometric graphs are the same on $A_\varepsilon$ and are equal to $\pi_n(\Gamma_{\text{geom}}(X, x, d, M, L), x)$, we have thus shown:

$$\liminf_{N \to \infty} (P[\pi_n(\Gamma_N, x_N) = \gamma_n]) \geq P[\pi_n(\Gamma, x) = \gamma_n] - 2\varepsilon.$$

As this is true for any $\varepsilon > 0$, and as both sides are probability measures on $\mathcal{E}_x(n)$, this proves that there is no mass of the distributions of the graphs $\pi_n(\Gamma_N, x_N)$ that escapes at infinity, and that we have in fact $\lim_{N \to \infty} (P[\pi_n(\Gamma_N, x_N) = \gamma_n]) = P[\pi_n(\Gamma, x) = \gamma_n]$. This amounts to the local Benjamini–Schramm convergence by Proposition 4.1.

The limiting random graph that appears in Theorem 4.6 is called the (rooted) Poisson Boolean model in [56], and it is studied from the point of view of continuous percolation in Chapters 3-5 of loc. cit., as well as in [59, Section 9.6]. The most important result is the existence of a critical parameter $\lambda_c(\dim G) > 0$ for the Poisson point process $P = P(\lambda)$, such that the resulting random geometric graph with connection distance 1 has no unbounded connected component almost surely if $\lambda < \lambda_c(\dim X)$, and has exactly one unbounded connected component if $\lambda > \lambda_c(\dim X)$; see e.g. [59, Theorem 9.19]. As the random geometric graphs $\Gamma_{\text{geom}}(N, L_N)$ on $X$ converge locally towards the Poisson Boolean model, this implies the following result:

**Corollary 4.18.** Consider a random geometric graph $\Gamma_{\text{geom}}(N, L_N)$ on a ssccss $X$, with as usual $L_N = (\ell/N)^{\frac{1}{1+\tau}}$. There exists a critical parameter $\ell_c(\dim X) > 0$ such that, if $\ell < \ell_c(\dim X)$, then

$$\lim_{n \to \infty} \left( \limsup_{N \to \infty} P[\text{diam}(\text{connected component of } v_1 \text{ in } \Gamma_{\text{geom}}(N, L_N)) \geq n] \right) = 0.$$

### 4.4 Convergence in probability of the spectral measures

By Theorem 4.4, the local convergence $U(\Gamma_{\text{geom}}(N, L_N)) = (\Gamma_N, r_N) \to (\Gamma_{\infty}, r)$ implies the weak convergence of the expected spectral measures $\mu_N = E[\nu_N]$ towards a probability measure $\mu$ on $R$. If we want instead to prove the convergence in probability of the spectral measures $\nu_N$ (without taking the expectation), then taking into account Proposition 4.5, we need to prove the following extension of our Theorem 4.6:

**Proposition 4.19.** Let $X$ be a ssccss, $M_N$ the point process on $X$ obtained by taking $N$ independent points $v_1, \ldots, v_N$ according to the Haar measure, and $r_N$ and $r'_N$ two independent random vertices in the set of atoms of $M_N$. We denote as before $t_N = N^{-\frac{1}{1+\tau}}$ and $d_N = t_N d$, $d$ being the geodesic distance. As $N$ goes to infinity,

- the pair of random pointed proper metric spaces $((X, r_N, d_N, M_N), (X, r'_N, d_N, M_N))$ converges in the Lipschitz sense towards two independent copies of the random pointed space $((\mathbb{R}^{\dim X}, 0, d_{\text{Euclidean}}, d_0 + \mathcal{P}(\frac{1}{\sqrt{\dim X}})));

- the pair of random rooted graphs $((\Gamma_N, r_N), (\Gamma_N, r'_N))$ converges in the Benjamini–Schramm sense towards two independent copies of the random graph $(\Gamma_{\infty}, r)$ from Theorem 4.6.

**Proof.** In order to lighten a bit the notations, we shall prove the first item of the proposition when $X = G$ is a Lie group; the proof adapts readily to the non-group case by using the transitive action of the isometry group of $X$. Fix $R > 0$, and denote $h_{N,R} : B^{(G, d_N)}(e_G, R) \to B^\theta(0, R)$ a bijective map which is a quasi-isometry (its dilation constant goes to 1 as $N$ goes to infinity). We then set $f_{N,R}(g) = h_{N,R}(g(r_N)^{-1})$ and $f_{N,R}(g) = h_{N,R}(g(r'_N)^{-1})$; these maps are quasi-isometries from $B^{(G, d_N)}(r_N, R)$ and $B^{(G, d_N)}(r'_N, R)$ respectively.
for any complex numbers $z_1$ and $z_2$; by replacing $\phi$ and $\phi'$ by $z_1 \phi$ and $z_2 \phi'$, we can take them equal to 1 in the following. The expectation in Equation (4.5) is

$$\frac{1}{N^2} \int_{G^N} \sum_{i,j=1}^{N} \exp \left( \sum_{k=1}^{n} \phi(h_{N,R}(v_k(v_i)^{-1})) + \phi'(h_{N,R}(v_k(v_j)^{-1})) \right) dv_1 dv_2 \cdots dv_N$$

$$= \frac{1}{N} \int_{G^N} \exp \left( \sum_{k=1}^{n} \phi(h_{N,R}(v_k(v_1)^{-1})) + \phi'(h_{N,R}(v_k(v_1)^{-1})) \right) dv_1 dv_2 \cdots dv_N$$

$$+ \frac{N-1}{N} \int_{G^N} \exp \left( \sum_{k=1}^{n} \phi(h_{N,R}(v_k(v_1)^{-1})) + \phi'(h_{N,R}(v_k(v_2)^{-1})) \right) dv_1 dv_2 \cdots dv_N$$

by using the symmetry of the roles played by the variables $v_1, \ldots, v_N$. Here, we convene that $\phi(h_{N,R}(g)) = 0$ if $g$ does not belong to $B^{G,dN}(e_G, R)$.

- The first term (4.6) corresponding to the case where $r_N = r_N^*$ yields a contribution which is a $O\left(\frac{1}{N}\right)$, hence negligible in the limit $N \to +\infty$. Indeed, it rewrites as

$$\frac{\exp(\phi(0) + \phi'(0))}{N} \int_{G^{N-1}} \exp \left( \sum_{k=2}^{n} \phi(h_{N,R}(w_k)) + \phi'(h_{N,R}(w_k)) \right) dw_2 \cdots dw_N$$

$$= \frac{\exp(\phi(0) + \phi'(0))}{N} \left( \int_{G} \exp(\phi(h_{N,R}(g)) + \phi'(h_{N,R}(g))) dg \right)^{N-1}$$

$$= \frac{\exp(\phi(0) + \phi'(0))}{N} \exp \left( \frac{1}{\text{vol}(G)} \int_{B^*(0,R)} (e^{\phi(t) + \phi'(t)} - 1) dt \right)(1 + o(1)),$$

by using on the third line the same arguments as in the proof of Proposition 4.9.

- The second term (4.7) is asymptotically equivalent to

$$\exp(\phi(0) + \phi'(0)) \int_{G^2} \exp(\phi(h_{N,R}(v_2(v_1)^{-1})) + \phi'(h_{N,R}(v_1(v_2)^{-1}))) f_N(v_1(v_2)^{-1}) dv_1 dv_2$$

where

$$f_N(v_1(v_2)^{-1}) = \int_{G^{N-2}} \exp \left( \sum_{k=3}^{n} \phi(h_{N,R}(v_k(v_1)^{-1})) + \phi'(h_{N,R}(v_k(v_2)^{-1})) \right) dv_3 \cdots dv_N$$

$$= \left( \int_{G} \exp(\phi(h_{N,R}(g) + \phi'(h_{N,R}(g v_1(v_2)^{-1})))) dg \right)^{N-2};$$

we have only removed the multiplicative factor $\frac{N-1}{N}$. Setting $v = v_1(v_2)^{-1}$, we see that the expectation in Equation (4.5) is equivalent to

$$\exp(\phi(0) + \phi'(0)) \int_{G} \exp(\phi(h_{N,R}(v^{-1})) + \phi'(h_{N,R}(v))) f_N(v) dv.$$
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If \( v \) does not belong to \( B^{G,dN}(e_G,2R) \), then the triangular inequality shows that we cannot have at the same time \( g \in B^{G,dN}(e_G,R) \) and \( gv \in B^{G,dN}(e_G,R) \). Therefore, under the condition \( d_N(e_G,v) > 2R \), we have

\[
I_N(v) = \left(1 + \int_{B^{G,dN}(e_G,R)} \left( \exp(\phi(h_{N,R}(g))) - 1 \right) + \left( \exp(\phi'(h_{N,R}(g))) - 1 \right) dg \right)^{N-2}
\]

and the multiplicative factor \( \exp(\phi(h_{N,R}(v^{-1})) + \phi'(h_{N,R}(v))) \) is equal to 1 under this condition. On the other hand, the contribution of the \( v \)'s such that \( d_N(e_G,v) \leq 2R \) is asymptotically negligible, since we are looking at a small ball of volume \( O(1/\ell) \). This ends the proof of the first part.

For the second part of the proposition, by using test functions as in the proof of Theorem 4.11, one gets the following easy generalisation of this theorem. Suppose given \((X,x_1,x_2,d)\) a bi-pointed proper metric space, and \(M\) a random point process on it such that

\[
(R_1)^2 \to (\mathbb{E}_\star)^2
\]

\[
(l_1,l_2) \mapsto (\Gamma_{\text{geom}}(X,x_1,d,M,l_1),\Gamma_{\text{geom}}(X,x_2,d,M,l_2))
\]
is almost surely continuous at any fixed pair \((l_1,l_2)\). Then, for any pair of positive parameters \((L_1,L_2)\), the map \((\Gamma_{\text{geom}}(\cdot,L_1) \circ \pi_1,\Gamma_{\text{geom}}(\cdot,L_2) \circ \pi_2)\) is continuous with respect to the Benjamini–Schramm topology at the point \((x_1,x_2,d,M)\), where \(\pi_1\) and \(\pi_2\) are the two projections on \(\text{PMS}_\star\), of the space \(\text{PMS}_\star\), of bi-pointed proper spaces endowed with a random point process. The second item of the proposition follows now from the first item, by using the aforementioned generalisation of Theorem 4.11 with the bi-pointed space \((X,x_1,x_2,d,M)\) given by two disjoint and independent copies of a Poisson point process on \(\mathbb{R}^d\).

By applying Proposition 4.5, we finally obtain:

**Theorem 4.20.** Fix a success \(X\) and \(\ell > 0\), and consider the random spectral measures \(\nu_N\) of the random geometric graphs \(\Gamma_{\text{geom}}(N,L_N)\) on \(X\), with \(L_N = (\ell/N)^{\frac{1}{s+1}}\). There exists a probability measure \(\mu = \mu(\dim X,\frac{\ell}{\text{vol}(X)})\) on \(\mathbb{R}\) such that we have the weak convergence in probability

\[
\nu_N \rightarrow_{N \to \infty} \mu.
\]

To close this section, let us propose a slight improvement of this convergence result, which does not seem to be implied by the results from [19, 20, 18] that we presented in Section 4.1.

**Proposition 4.21.** In the same setting as Theorem 4.20, the measure \(\mu\) has moments of all order, and it is determined by its moments. We have for any \(s \geq 1\)

\[
M_{s,N} = \int_{\mathbb{R}} x^s \nu_N(dx) \rightarrow_{N \to \infty} M_s = \int_{\mathbb{R}} x^s \mu(dx),
\]

where the convergence occurs in \(L^2\) (and therefore also in probability).

**Proof.** We start by examining the moments \(M_{s,N} = \int_{\mathbb{R}} x^s \mu_N(dx)\) of the expected spectral measures \(\mu_N\). By design, the adjacency matrices of our graphs have zeroes on their
diagonal, so \( M_{1,N} = \widetilde{M}_{1,N} = 0 \). Suppose now that \( s \geq 2 \). We can rewrite \( \widetilde{M}_{s,N} \) as follows:

\[
\widetilde{M}_{s,N} = \frac{1}{N} E \left[ \text{tr} \left( (A_{\text{geom}}(N,L_N))^s \right) \right] \\
= \frac{1}{N} E \left[ \sum_{1 \leq i_1, \ldots, i_s \leq N \atop \text{no consecutive indices are equal}} 1_{(i_1, \ldots, i_s) \text{ is a cycle in } \Gamma_{\text{geom}}(N,L_N)} \right], \quad (4.8)
\]

and we have the following inequalities:

\[
\sum_{1 \leq i_1, \ldots, i_s \leq N \atop \text{no consecutive indices are equal}} 1_{(i_1, \ldots, i_s) \text{ is a cycle in } \Gamma_{\text{geom}}(N,L_N)} \\
\leq \sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_s \leq N} 1_{i_1 \leftrightarrow i_2 \leftrightarrow \ldots \leftrightarrow i_s} \\
\leq (s-2) \sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_{s-1} \leq N} 1_{i_1 \leftrightarrow i_2 \leftrightarrow \ldots \leftrightarrow i_{s-1} \leftrightarrow i_s} + 1_{i_1 \leftrightarrow i_2 \leftrightarrow \ldots \leftrightarrow i_{s-1} \leq N} \sum_{i_1 \notin \{i_1, \ldots, i_{s-1}\}} 1_{i_1 \leftrightarrow i_2 \leftrightarrow \ldots \leftrightarrow i_s}.
\]

Therefore, if \( \widetilde{M}_{s,N} = \frac{1}{N} E \left[ \sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_s \leq N} 1_{i_1 \leftrightarrow i_2 \leftrightarrow \ldots \leftrightarrow i_s} \right] \), then \( \widetilde{M}_{s,N} \leq \widehat{M}_{s,N} \), and by using the inequality \( \text{vol}_X(B(v_i, L)) \leq \text{vol}_{\text{dim }X}(B(0, L)) \) which holds since a sccc symmetric space has (constant) positive curvature, we obtain:

\[
\widehat{M}_{s,N} \leq \left( (s-2) + \frac{c(\text{dim }X)}{\text{vol}(X)} \right) \widehat{M}_{s-1,N}.
\]

By induction and since \( \widehat{M}_{2,N} \leq \frac{c(\text{dim }X)}{\text{vol}(X)} \), we conclude that for any \( s \geq 2 \),

\[
\widetilde{M}_{s,N} \leq \widehat{M}_{s,N} \leq \prod_{t=0}^{s-2} \left( t + \frac{c(\text{dim }X)}{\text{vol}(X)} \right).
\]

By Fatou’s lemma, since \( \mu_N \to \mu \), the same upper bound holds for the even moments of \( \mu \):

\[
M_{2s} \leq \liminf_{N \to \infty} \widetilde{M}_{2s,N} \leq \prod_{t=0}^{2s-2} \left( t + \frac{c(\text{dim }X)}{\text{vol}(X)} \right) = O((2s)^{2s}),
\]

where the implied constant in the \( O(\cdot) \) only depends on the space \( X \) and \( \ell \). By Carleman’s criterion (see for instance [14, Chapter 30]), \( \mu \) is therefore determined by its moments.

Fix \( s \geq 2 \). We want to prove that \( \overline{M}_{s,N} = E[M_{s,N}] \to M_s \) and \( E([M_{s,N}]^2) \to \langle M_s \rangle^2 \); this is equivalent to the convergence in \( L^2 \). By Equation (4.8),

\[
\overline{M}_{s,N} = E[\text{number of cycles of length } s \text{ starting from a random root } r_N \in \{v_1, \ldots, v_N\}]
\]

\[
= \sum_{(\gamma_s, r_s) \in \Omega_s(s)} P[\pi_s(\Gamma_N, r_N) = \gamma_s] \text{ (number of } s\text{-cycles in } \gamma_s \text{ that starts and ends at } r_s); \]

\[
M_s = \sum_{(\gamma_s, r_s) \in \Omega_s(s)} P[\pi_s(\Gamma, r_\infty) = \gamma_s] \text{ (number of } s\text{-cycles in } \gamma_s \text{ that starts and ends at } r_s),
\]

where \( (\Gamma_\infty, r) \) is the rooted Poisson Boolean model appearing as the limit in Theorem 4.6. The Benjamini–Schramm convergence ensures that each term of the series for \( \overline{M}_{s,N} \) converges towards the corresponding term for \( M_s \), therefore, to prove that \( \overline{M}_{s,N} \to M_s \), we only need a uniform domination on the terms of these series \( \overline{M}_{s,N} \). If \( \gamma_s \) is an element of \( \Omega_s(s) \) with \( k+1 \) vertices, then the number of rooted \( s\)-cycles in \( \gamma_s \) is smaller than \( k^{s-1} \).
On the other hand, the probability that $\pi_s(\Gamma_N, r_N)$ has $k + 1$ vertices is smaller than the probability that at least $k$ vertices $v_i$ fall in $B^X(o, sL_N)$, that is

$$\mathbb{P}\left[ B(N - 1, \frac{\text{vol}(B^X(o, sL_N))}{\text{vol}(X)}) \geq k \right] \leq \mathbb{P}\left[ B\left(N, \frac{\ell s^{\dim X} c(\dim X)}{N \text{vol}(X)} \right) \geq k \right]$$

$$\leq \sum_{l=k}^{\infty} \frac{1}{l!} \left( \frac{\ell s^{\dim X} c(\dim X)}{\text{vol}(X)} \right)^l.$$

Therefore, if $t = \frac{\ell s^{\dim X} c(\dim X)}{\text{vol}(X)}$, then

$$\sum_{\gamma_s \in \Phi(s)} \mathbb{P}[\pi_s(\Gamma_N, r_N) = \gamma_s] \text{ (number of s-cycles in } \gamma_s \text{ that starts and ends at the root)}$$

$$\leq k^{s-1} \sum_{l=k}^{\infty} \frac{t^l}{l!} \leq k^{s-1} \frac{te^t}{k!},$$

and these bounds are summable with $k$. This shows the desired domination of the terms of the series $M_{s,N}$. The proof of the convergence $E[(M_{s,N})^2] \rightarrow (M_s)^2$ follows the same lines, using this time the asymptotic independence from Proposition 4.19 and the identity

$$E[(M_{s,N})^2] = \sum_{\gamma_s, \gamma'_s \in \Phi(s)} \mathbb{P}[\pi_s(\Gamma_N, r_N) = \gamma_s \text{ and } \pi_s(\Gamma_N, r'_N) = \gamma'_s] C(s, \gamma_s) C(s, \gamma'_s),$$

where $C(s, \gamma)$ is the number of s-cycles starting and ending at the root in a finite rooted graph $\gamma$. Thus, $M_{s,N} \rightarrow_{L^2, N \rightarrow \infty} M_s$. \qed

**Remark 4.22.** Standard arguments from the theory of convergence of measures show that the convergence in probability of all the moments $M_{s,N} \rightarrow M_s$ is stronger than the convergence in probability $\nu_N \rightarrow \mu$. In particular, the proof above can be used to bypass the general arguments from Section 4.1 that connect the local convergence of graphs to the weak convergence of their spectral measures.

## 5 From Poisson geometric graphs to graph functionals of irreducible characters

In this last section before the appendices, we focus on the case of a sscg Lie group $G$, and we investigate the connections between:

- its representation theory and the formulas obtained in Section 3 for the asymptotics of the Gaussian regime;
- the limiting measure $\mu = \mu(\dim G, \frac{\ell \text{vol}(G)}{\text{vol}(G)})$ exhibited in Section 4 and that drives the asymptotics of the Poissonian regime.

An important objective is to obtain more information on the limiting measure $\mu$, thereby answering the following questions:

- Is $\mu$ compactly supported? What is the growth rate of the moments $M_s$ of the measure $\mu$?
- Does the measure $\mu$ admit atoms, or is it absolutely continuous with respect to the Lebesgue measure?
In the proof of Proposition 4.21, one can try to make Equation (4.8) more precise, and to gather the cycles that one needs to count according to the identities of indices \( i_1, \ldots, i_s \) that might occur. This theory leads to a combinatorial circuit expansion of the moments \( \overline{M}_{s, N} \) and of their limit \( M_s \), which we develop in Section 5.1. This combinatorial expansion of the moments involves directed graphs endowed with a distinguished traversal, and these circuits can be reduced to yield non-directed graphs possibly with loops and with labels on their edges. For instance, we shall prove that we have an expansion

\[
M_5 = e^{(\ell)} + 5 e^{(\ell)} + 5 e^{(\ell)},
\]

each term of this expansion being a monomial in the parameter \( \ell \), and corresponding to the limit of a certain observable of the random geometric graph \( \Gamma_{\text{geom}}(N, L_N) \). As explained in the introduction, the actual computation of each of these terms should be performed by using the flat model \( T^\dim G \), where representation theory is encoded by classical Fourier series. However, if one stays with the non-flat sccc Lie group \( G \), then the same computations shed light on several important phenomena from asymptotic representation theory, and this approach allows one to understand clearly the degeneration from the Gaussian to the Poissonian regime (see Sections 5.2 and 5.3). Even more importantly, it leads to Conjecture 1.4, which we detail in Section 5.4. Although we do not see yet how to solve it, we consider it to be one of the main result of our study, which is why we devoted this section to its presentation.

Before presenting the combinatorial expansion of the moments \( M_s \), we should warn the reader of two things:

1. We do not plan to compute here explicitly all the moments \( M_s \) (or at least to obtain some precise upper bounds on them). The arguments of Section 5.1 and the replacement of the space \( G \) by its flat model mostly reduce these calculations to a combinatorial problem of counting graphs with certain weights, but even with these reductions, these enumerations are by no means easy to perform. We hope to address this problem in a forthcoming work.

2. Secondly, the phenomena from asymptotic representation theory in Sections 5.2-5.4 quickly rely on certain algebraic arguments which are more advanced than before, namely, the theory of crystals and string polytopes of Lusztig–Kashiwara and Berenstein–Zelevinsky. The precise form of our Conjecture 1.4 also relies on this theory. In order to ease the reading of this section, we shall try to present our arguments without insisting too much on these algebraic prerequisites; they can be found in an appendix at the end of this article (Section 7), which is a short survey of some results regarding the crystals of representations of Lie groups.

5.1 Circuit expansion of the expected moments

Until the end of Section 5, \( G \) is a connected compact Lie group endowed with a bi-invariant Riemannian structure, and starting from Subsection 5.2 we shall assume it to be simple and simply connected. We consider the Poissonian geometric graph on \( G \) with parameters \( N \) and \( L_N \) given by Equation (4.1); in particular, the parameter \( \ell \) is fixed from now on, and most of the quantities manipulated hereafter implicitly depend on it (for instance, the expectations \( E_{H,T,N} \) defined below). In this paragraph, we give a combinatorial expansion of \( \overline{M}_{s, N} = E[\nu_N(x^s)] = \mu_N(x^s) \) and of \( M_s = \lim_{N \to \infty} M_{s,N} \) in terms of circuits; this is the first step towards the calculation of the moments \( M_s \) of the
limiting measure $\mu$. We assume $s \geq 2$ since $\mathcal{M}_{1,N} = M_1 = 0$. If $h_N(x,y) = 1_{d(x,y) \leq L_N}$, then
\[
\mathcal{M}_{s,N} = \frac{1}{N} \sum_{i_1,i_2,\ldots,i_s} \mathbb{E} \left[ h_N(v_{i_1}, v_{i_2}) h_N(v_{i_2}, v_{i_3}) \cdots h_N(v_{i_s}, v_{i_1}) \right],
\]
where the $v_i$'s are independent Haar distributed random variables on $G$, and the sums run over indices $i_j \in [1,N]$ such that two consecutive indices $i_j$ and $i_{j+1}$ are never equal (by convention, the index following $i_N$ is $i_1$). Now, an expectation $E_{i_1,i_2,\ldots,i_s} = \mathbb{E}[h_N(v_{i_1}, v_{i_2}) h_N(v_{i_2}, v_{i_3}) \cdots h_N(v_{i_s}, v_{i_1})]$ only depends on the possible equalities of indices. For instance, when computing $\mathcal{M}_{4,N}$, we have:
\[
\mathcal{M}_{4,N} = (N-1)(N-2)(N-3) \mathbb{E}[h_N(v_1, v_2) h_N(v_2, v_3) h_N(v_3, v_4) h_N(v_4, v_1)]
+ 2 (N-1)(N-2) \mathbb{E}[h_N(v_1, v_2) h_N(v_2, v_1) h_N(v_1, v_3) h_N(v_3, v_1)]
+ (N-1) \mathbb{E}[h_N(v_1, v_2) h_N(v_2, v_1) h_N(v_1, v_2) h_N(v_2, v_1)].
\]
The first term corresponds to the case where all the indices $i_1, i_2, i_3, i_4$ are distinct; the second term corresponds to the identities $i_1 = i_3$ or $i_2 = i_4$; and the last term is when $i_1 = i_3$ and $i_2 = i_4$ simultaneously. We associate to these four cases the circuits of Figure 13.

Figure 13: The circuits for the calculation of $\mathcal{M}_{4,N}$.

By circuit, we mean a directed graph $H$, possibly with multiple edges but without loops, endowed with a distinguished traversal $T$ that goes through each directed edge exactly once, and that is cyclic (the starting point is the same as the end point of the traversal). We identify two circuits $(H_1,T_1)$ and $(H_2,T_2)$ if there exists a graph isomorphism $\psi : C_1 \to C_2$ that is compatible with the traversals, that is $\psi(T_1) = T_2$. Given a circuit $(H,T)$ with $s$ edges and $k \leq s$ vertices, we associate to it the expectation of a function of $k$ independent points $v_1, \ldots, v_k$ on $G$:
\[
E_{H,T,N} = \mathbb{E} \left[ \prod_{(i,j) \in T} h_N(v_i, v_j) \right].
\]
Notice that $E_{H,T,N}$ only depends on $H$, and not on the particular traversal $T$, because each directed edge of $H$ appears exactly once in $T$.

**Lemma 5.1.** For any $s \geq 0$, $\mathcal{M}_{s,N} = \sum_{(H,T)} (N-1) \cdots (N-|H|+1) E_{H,T,N}$, where the sum runs over the finite set of circuits with $s$ edges, and $k = |H|$ denotes the number of vertices in $H$.

**Proof.** We gather the terms of the sum $\mathcal{M}_{s,N} = \sum_{i_1,i_2,\ldots,i_s}$ according to the identities between the indices $i_1, \ldots, i_s$. Given a set of identities $I = \{i_j = i_k\}$, one can associate to it a circuit with $s$ edges by starting from the $s$-gon...
and by identifying the vertices $i_j$ and $i_k$ if the identity $i_j = i_k$ belong to the set $I$. For instance, the identities $i_2 = i_5 = i_7$, $i_3 = i_{11}$ and $i_6 = i_{12}$ give the circuit of Figure 14.

One can recover the identities from the corresponding circuit, and any circuit of length $s$ corresponds to a set of identities of indices, without identities $i_j = i_{j+1}$ since we do not allow loops. Moreover, the number of terms in the sum $\overline{M}_{s,N}$ corresponding to a circuit with $k$ vertices is $N(N - 1) \cdots (N - k + 1)$; and each term corresponding to a circuit $(H, T)$ is equal to $\frac{1}{N} E_{H, T, N}$. This ends the proof of the expansion of $\overline{M}_{s,N}$ over circuits.

The calculation of the quantities $E_{H, T, N}$ involves the operation of reduction of circuit. Let $(H, T)$ be a circuit of length $s$. Its reduction is the labeled undirected graph which is allowed to be disconnected and to have loops, and which is obtained by performing the following operations:

- forgetting the orientation of the edges of $H$;
- replacing any multiple edge by a single edge;
- putting a label 1 on each of the (single) edges;
- cutting the graph at each of its cut vertices (also called articulation points), replacing a configuration.
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with $L_1 \neq \emptyset$ and $L_2 \neq \emptyset$ by

- in the resulting connected components, removing recursively each vertex of degree 2, replacing a configuration

\[ -- \bullet a \bullet b \bullet -- \]

by

\[ -- \bullet a+b \bullet -- \]

- finally, replacing the connected components $\bullet - \bullet 1 \bullet$ by loops $\bullet 2 \bullet$.

The fourth operation in the algorithm of reduction splits the graph in its so-called biconnected components: they are connected components which remain connected if one removes one vertex. Notice that the operation of reduction:

- can send many distinct circuits to the same reduction;
- can create two kinds of connected components:
  - labeled loops based at one single vertex and with a label greater than 2;
  - and connected loopless graphs on at least two vertices, all of them being at least of degree 3.

Example 5.2. The reduction of the circuit of Figure 14 appears in Figure 15. Similarly, the reductions of the four circuits of length 4 are drawn in Figure 16, with the middle one that has multiplicity 2 (as well as two connected components).

Figure 15: Reduction of the circuit of Figure 14.
If \( R \) is the reduction of a circuit \((H,T)\) with \(|H| = k\) vertices, then one has the identity:

\[
k - 1 = k' - c + \sum_{\text{\(e\) labeled edge of \(R\)}} (l_e - 1),
\]

where \( l_e \) is the label of an edge \( e \) in \( R \); \( k' \) is the number of vertices of \( R \); and \( c \) is the number of connected components of \( R \). Equation (5.1) shows readily that \( R \mapsto k - 1 \) is an additive map with respect to connected components of reduced circuits.

**Lemma 5.3.** The expectation \( E_{H,T,N} \) only depends on the reduction of the circuit \((H,T)\).

**Proof.** Consider the expectation \( E_{H,T,N} = \mathbb{E} [ \prod_{(i,j) \in T} h_N(v_i,v_j)] \):

- Since \( h_N \) is a symmetric kernel, it does not depend on the orientation of the edges in \( H \); this allows the first step in the reduction of the circuit.

- Since \( h_N(x,y) \in \{0,1\}, (h_N(x,y))^m = (h_N(x,y)) \) for any \( m \geq 1 \), so one can replace multiple edges by simple edges in the graph.

- The factorisation of \( E_{H,T,N} \) on the biconnected components of the graph is a consequence of the independence of the vertices \( v_i \), and of the invariance of the function \( h_N \) by action of the group \( G \) on its two variables. Indeed, suppose that the labeled graph \( L \) obtained after the three first steps of the reduction has two components \( L_1 \) and \( L_2 \) which only share one cut vertex \( v_c \). Then, there are two disjoint sets of vertices \( \{v_{i_1}, \ldots, v_{i_r}\} \) and \( \{v_{j_1}, \ldots, v_{j_s}\} \) and two functions \( f_1 \) and \( f_2 \) such that

\[
E_{H,T,N} = \mathbb{E} [ f_1(v_{i_1}, \ldots, v_{i_r}, v_c) f_2(v_c, v_{j_1}, \ldots, v_{j_s})].
\]

Moreover, the two functions \( f_1 \) and \( f_2 \) are products of functions \( h_N(x,y) \), with \( x \) and \( y \) in the set of variables of \( f_1 \) or \( f_2 \). This implies that for any \( g \in G \),

\[
f_2(v_c, v_{j_1}, \ldots, v_{j_s}) = f_2(gv_c, g v_{j_1}, \ldots, g v_{j_s}).
\]

We take \( g \) uniform under the Haar measure, and we set \( v'_c = gv_c \) and \( v'_{j_k} = gv_{j_k} \). Then,

\[
E_{H,T,N} = \int_G \mathbb{E} [ f_1(v_{i_1}, \ldots, v_{i_r}, v_c) f_2(gv_c, g v_{j_1}, \ldots, g v_{j_s})] \, dg = \mathbb{E} [ f_1(v_{i_1}, \ldots, v_{i_r}, v_c)] \mathbb{E} [ f_2(v'_c, v'_{j_1}, \ldots, v'_{j_s})]
\]

with two set of variables that are now independent.

- Take now a connected component after the factorisation in biconnected components. If one has in such a graph a sequence of \( r \) edges

\[
\ldots \quad \ldots \quad \ldots \quad \ldots
\]
then it corresponds to a product $h_N(v_a, v_b_1) h_N(v_b_1, v_b_2) \cdots h_N(v_{b_{n-1}}, v_c)$ in the expectation, with the independent random variables $v_b_1, \ldots, v_{b_{n-1}}$ that do not appear anywhere else in the product in the expectation $E_{H,T,N}$; clearly one can encode this term by a labeled edge $\bullet \longrightarrow \circ$. This is equivalent to the second last rule of reduction.

- The last step is a convention that will allow us to have only two kinds of connected components, namely, the labeled loops, and the labeled loopless graphs on at least two vertices which all have degree larger than 3. It amounts to the obvious identity $E[h_N(v_i, v_j)] = E[h_N(v_j, v_i)]$.

In the following, we denote $R(H,T)$ the reduction of a circuit $(H,T)$. Note that $R(H,T)$ depends only on $H$ (and even the underlying undirected graph). However, since we shall consider sums over circuits, it is more convenient to recall each time the pair $(H,T)$. The previous discussion leads to:

**Theorem 5.4** (Circuit expansion).

1. **Combinatorial expansion:** for any $s \geq 0$, we have

$$M_{s,N} = \sum_{(H,T)} (N - 1) \cdots (N - |H| + 1) E_{R(H,T),N},$$

where the sum runs over the finite set of circuits with $s$ edges, and where $E_{R(H,T),N} = E_{H,T,N}$ only depends on the circuit reduction of $(H,T)$.

2. **Factorisation:** if $R = R_1 \sqcup R_2 \sqcup \cdots \sqcup R_c$, then $E_{R,N} = \prod_{i=1}^c E_{R_i,N}$.

3. **Asymptotics:** for any reduced circuit $R$ with parameter $k$ given by Equation (5.1), there exists a positive real number $e_R$ depending only on $\dim G$ such that

$$\lim_{N \to \infty} N^{k-1} E_{R,N} = e_R \left( \frac{\ell}{\text{vol}(G)} \right)^{k-1}.$$

Therefore,

$$M_s = \sum_{(H,T)} e_{R(H,T)} \left( \frac{\ell}{\text{vol}(G)} \right)^{k-1}.$$

**Proof.** The first part of the theorem comes from the combination of Lemmas 5.1 and 5.3, and the second part corresponds to the fourth step of the algorithm of reduction of circuits. It remains to examine the asymptotics of $E_{R,N}$ as $N$ goes to infinity. We denote $N^{(k)} = N(N - 1) \cdots (N - k + 1)$ a falling factorial. Given a reduced circuit $R = R(H,T)$ and a rooted graph $\gamma \in \mathcal{G}_*$, we call embedding of the circuit $(H,T)$ into $\gamma$ an injective morphism of graphs $e : V(H) \to V(\gamma)$ which sends the starting and ending point of the traversal $T$ to the root of $\gamma$. We then have:

$$N^{(k-1)} E_{H,T,N} = E[\text{number of embeddings of } (H,T) \text{ in the random rooted graph } (\Gamma_N, r_N)]$$

$$= \sum_{\gamma_d \in \mathcal{G}_*} P[\pi_d(\Gamma_N, r_N) = \gamma_d] \text{card}\{\text{embeddings of } (H,T) \text{ into } \gamma_d\},$$

where $d$ is a sufficiently large integer, namely, larger than the diameter of the circuit $(H,T)$. By Theorem 4.6, all the terms of this series converge, and the same kind of
domination as in the proof of Proposition 4.21 enables one to exchange the series and the limits. Hence,

\[
\lim_{N \to \infty} N^{k-1} E_{R(H,T),N}^{(\ell)} = \lim_{N \to \infty} (N-1)^{k-1} E_{H,T,N}^{(\ell)} = \sum_{\gamma_d \in \Theta^k(d)} \mathbb{P}[\pi_d(\Gamma_\infty, r) = \gamma_d] \text{card}\{\text{embeddings of } (H, T) \text{ into } \gamma_d\} \\
= \mathbb{E}[\text{number of embeddings of } (H, T) \text{ in the random rooted graph } (\Gamma_\infty, r)],
\]

where \((\Gamma_\infty, r)\) is the rooted Poisson Boolean model described in Theorem 4.6. Denote \(e_{(H,T)}^{(\ell)}\) the limit that we have obtained; the last thing that remains to be shown is that \(e_{(H,T)}^{(\ell)}\) depends polynomially on the intensity \(\frac{\ell}{\text{vol}(G)}\) of the Poisson point process underlying \((\Gamma_\infty, r)\). However, the expected number of embeddings can be rewritten as the integral of the \((k-1)\)-th factorial moment measure \(M^{(k-1)}\) of the Poisson point process \(\mathcal{P}(\frac{\ell}{\text{vol}(G)})\) against a certain Borel measurable subset in \((\mathbb{R}^{\text{dim } G})^{k-1}\):

\[
e_{(H,T)}^{(\ell)} = \int_{(\mathbb{R}^{\text{dim } G})^{k-1}} \left( \prod_{(a \to b) \in T} 1_{d(x_a, x_b) \leq 1} \right) M^{k-1}(dx_1 \cdots dx_{k-1})
\]

where we convene that the vertices in \(H\) are labelled by the integers in \([0, k-1]\), and that \(x_0 = 0\) in \(\mathbb{R}^{\text{dim } G}\). We refer to [27, Chapter 5] for details on the notion of factorial moment measure; it is well known that for the Poisson point process with intensity \(\mu\), the \(r\)-th factorial moment measure is simply \(\mu^\otimes r\). This proves the dependence stated in the theorem, since we have here

\[
M^{(k-1)} = \left( \frac{\ell}{\text{vol}(G)} \text{ Leb} \right)^{(k-1)}.
\]

\[\square\]

5.2 Asymptotic contribution of a reduced circuit which is a loop

The remainder of this section is devoted to the study of the connection between:

- the coefficients \(e_{(H,T)}^{(\ell)}\), which we sometimes also index by the corresponding reduced circuits \(R = R(H, T)\) and denote \(e_R^{(\ell)}\);
- the representation theory of the group \(G\), which from now on will be assumed to be sscc.

Although we know that \(e_R^{(\ell)} = e_R^{(1)} \ell^{k-1}\), in the following it will be convenient to keep the coefficient \(\ell\): it will enable one to keep track of the dimensions of various rescalings that we shall perform. The existence of the limits \(e_R^{(\ell)}\) is strongly related to some interesting results or conjectures in asymptotic representation theory. To understand how the representation theory of \(G\) drives the degeneration from the Gaussian to the Poissonian regime, we start by examining the case of a circuit \((H, T)\) which is a simple cycle of length \(k \geq 2\), and thus has reduction

\[
R = R(H, T) = \begin{array}{c}
\circ \\
\circ
\end{array}.
\]

We have \(E_{H,T,N} = \mathbb{E}[h_N(v_1, v_2) h_N(v_2, v_3) \cdots h_N(v_k, v_1)]\), where the \(v_i\)'s are independent Haar distributed random variables on \(G\). If \(Z_{L,N}(x) = h_N(e_G, x)\), then by using the

Page 55/85
Spectrum of a random geometric graph on a compact Lie group

invariance of distances by the action of $G$, we can rewrite

$$E_{H,T,N} = E[Z_{L_N}(v_1 v_2^{-1}) Z_{L_N}(v_2 v_3^{-1}) \cdots Z_{L_N}(v_{k-1} v_k^{-1}) Z_{L_N}(v_k v_1^{-1})]$$

$$= E [(Z_{L_N})^{*(k-1)}(v_1 v_k^{-1}) Z_{L_N}(v_k v_1^{-1})] = \langle (Z_{L_N})^{*(k-1)} \mid Z_{L_N} \rangle,$$

where the scalar product is taken in the convolution algebra $L^2(G, dg)$ (and even in the subalgebra $L^2(G)^G$). In this Hilbert space, we have the decompositions

$$Z_{L_N} = \sum_{\lambda \in \hat G} \langle ch^\lambda \mid Z_{L_N} \rangle \ ch^\lambda ; \quad (Z_{L_N})^{*(k-1)} = \sum_{\lambda \in \hat G} \frac{\langle ch^\lambda \mid Z_{L_N} \rangle}{(d_\lambda)^{k-2}} \ ch^\lambda$$

since $ch^\lambda \ * ch^\mu = \frac{\delta_{\lambda,\mu}}{d_\lambda} \ ch^\lambda$ for any irreducible representations $\lambda, \mu \in \hat G$. Therefore,

$$E_{H,T,N} = \sum_{\lambda \in \hat G} \frac{\langle ch^\lambda \mid Z_{L_N} \rangle^k}{(d_\lambda)^{k-2}} = \sum_{\lambda \in \hat G} (d_\lambda)^2 (c_\lambda)^k$$

since $\langle ch^\lambda \mid Z_{L_N} \rangle = \int_G ch^\lambda(g) Z_{L_N}(g) \, dg = d_\lambda c_\lambda = d_\lambda^2 c_\lambda$. Set

$$C_{\lambda,N} = d_\lambda c_\lambda = \frac{1}{vol(G)} \left( \frac{L_N}{\sqrt{2\pi}} \right)^d \sum_{w \in W} \varepsilon(w) \tilde{J}_{R\Omega}(L_N (\lambda + \rho - w(\rho)))$$ \hspace{1cm} (5.2)

where $d = \text{rank}(G)$ denotes as in Section 3 the rank of $G$. We put an index $N$ on $C_{\lambda,N}$ to insist on the dependence on $N$ of the Fourier coefficients of $Z_{L_N}$. We have thus shown:

$$E_{H,T,N} = \sum_{\lambda \in \hat G} \frac{(C_{\lambda,N})^k}{(d_\lambda)^{k-2}}.$$

As $N$ goes to infinity, this series will transform into a Riemann sum and converge towards an integral involving Bessel functions. Let us start by evaluating the asymptotics of $C_{\lambda,N}$ when $N$ grows and the parameter $x = L_N (\lambda + \rho)$ is fixed in the Weyl chamber $C$. We shall use the following properties of the function $\tilde{J}_{R\Omega}$:

- it is a smooth function on $R\Omega$ with maximum value

$$\tilde{J}_{R\Omega}(0) = \frac{1}{2^{\text{rank}(G)+1} \Gamma(1 + \text{rank}(G)/2)};$$

- it is invariant by rotations;

- its asymptotics are (see [25, Proposition 9.8.7])

$$\tilde{J}_{R\Omega}(x) \simeq_{\|x\| \to \infty} \sqrt{2 \pi \|x\|} \frac{1}{\|x\|^{\text{rank}(G)+1/2}} \cos \left( \|x\| - \frac{(\text{rank}(G)+1)\pi}{4} \right).$$

In particular, any power $k \geq 2$ of the function $\tilde{J}_{R\Omega}$ is integrable on $R\Omega$. For $x \in C$, set

$$\Delta_{L_N}(x) = \sum_{w \in W} \varepsilon(w) \tilde{J}_{R\Omega}(x - L_N w(\rho)).$$

On the other hand, for any (positive) root $\alpha$ and any smooth function $f$ on $R\Omega$, we define the partial derivative

$$\frac{\partial_x f(x)}{\eta} = \lim_{\eta \to 0} \left( \frac{f(x + \eta \alpha) - f(x)}{\eta} \right) = \lim_{\eta \to 0} \left( \frac{f(x + \frac{\eta \alpha}{2}) - f(x - \frac{\eta \alpha}{2})}{\eta} \right).$$
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**Lemma 5.5.** Set \( \partial_{\Phi_+} = \prod_{\alpha \in \Phi_+} \partial_{\alpha} \), and denote \(|\Phi_+| = \text{card } \Phi_+ \). For \( x \in C + L_N |\Phi_+| \rho \), we have the estimate

\[
\Delta_{L_N}(x) = (-L_N)^{|\Phi_+|} \left( \left( \partial_{\Phi_+} \tilde{J}_{R\Omega} \right)(x) + L_N K_{R\Omega}(L_N, x) \right),
\]

where \( K_{R\Omega}(L_N, x) \) is a function on the translated Weyl chamber \( C + L_N |\Phi_+| \rho \) such that, uniformly for \( L_N \) small enough,

\[
|K_{R\Omega}(L_N, x)| \leq K \min \left( 1, \frac{1}{\|x\|} \right).
\]

**Proof.** Recall that in the group algebra of the space of weights \( \mathbb{R} \Omega \), we have the identity

\[
\prod_{\alpha \in \Phi_+} (e^{\frac{\alpha}{2}} - e^{-\frac{\alpha}{2}}) = \sum_{w \in W} \varepsilon(w) e^{w(\rho)},
\]

see [22, Proposition 22.7]. Therefore, if an element \( \omega \in \mathbb{R} \Omega \) acts on smooth functions \( f \) by the operator \((e^{\omega}f)(x) = f(x - \omega)\), then we can write:

\[
\Delta_{L_N}(x) = \left( \prod_{\alpha \in \Phi_+} (e^{\frac{L_N \alpha}{2}} - e^{-\frac{L_N \alpha}{2}}) \right) \tilde{J}_{R\Omega}(x).
\]

For \( k \geq 0 \), let \( \mathcal{F}(C + k \rho) \) be the set of smooth functions \( f \) on the translated Weyl chamber \( C + k \rho \), such that any partial derivative \( ((\prod_{i=1}^r \partial_{\beta_i}) f)(x) \) is bounded by

\[
K(\delta_1, \ldots, \delta_r) \min \left( 1, \frac{1}{\|x\|} \right).
\]

We claim that:

1. The modified Bessel function \( \tilde{J}_{R\Omega} \) belongs to the class \( \mathcal{F}(C) \).
2. If \( f \) belongs to \( \mathcal{F}(C + k \rho) \), then for any positive root \( \alpha \), and any \( x \in C + (k + 1) \rho \)

\[
\left( \left( e^{\frac{L_N \alpha}{2}} - e^{-\frac{L_N \alpha}{2}} \right) f \right)(x) = -L_N ((\partial_\alpha f)(x) + L_N g(L_N, x)),
\]

where \( g(L_N, x) \) belongs to \( \mathcal{F}(C + (k + 1) \rho) \), and where the bounds on the partial derivatives \( ((\prod_{i=1}^r \partial_{\beta_i}) g(L_N, \cdot) \) are uniform in \( L_N \) (for \( L_N \) small enough).

The first claim follows from the asymptotic estimate of Bessel functions

\[
\frac{J_\beta(x)}{x^\beta} = \tilde{J}_\beta(x) \sim_{x \to +\infty} \sqrt{\frac{2}{\pi}} \frac{1}{x^{\beta + \frac{1}{2}}} \cos \left( x - (1 + 2\beta) \frac{\pi}{4} \right)
\]

and from the recurrence relation \( (\tilde{J}_\beta)'(x) = -x \tilde{J}_{\beta+1}(x) \). The second claim is obtained by a Taylor expansion of the function \( f \) around \( x \). To ensure that one can use it, one needs to translate \( x \) a bit further inside the Weyl chamber, which is why the estimate holds only in \( C + (k + 1) \rho \) if \( f \in \mathcal{F}(C + k \rho) \). By combining the two claims and taking \( |\Phi_+| \) discrete derivatives of \( \tilde{J}_{R\Omega} \), one gets the result of the lemma.

We set

\[
\epsilon^{(\ell)} = N^{k-1} E_{H,T,N} = \sum_{\lambda \in \mathcal{G}} N^{k-1} \frac{(C_{\lambda,N})^k}{(d_\lambda)^{k-2}}
\]
and for \( x \in C \), \( \delta(x) = \prod_{\alpha \in \Phi^+} \frac{(x|\alpha)}{(|\alpha|)} \). Weyl’s invariant formula proves that if \( x = L_N (\lambda + \rho) \), then \( d_3 = (L_N)^{\Phi_+} \delta(x) \). Therefore, by using also the relation \( d + 2|\Phi_+| = \dim G \), which follows from the decomposition of the adjoint representation of \( G \) in root subspaces, we obtain

\[
\frac{N^{k-1} (C_N, \lambda)^k}{(d_3)^k-2} = \frac{(-1)^k|\Phi_+| N^{k-1} (L_N)^{kd+2|\Phi_+|}}{(2\pi)^d (\text{vol}(t/t|z)) k (\delta(x))^{k-2}} \left( (\partial_{\Phi_+} \tilde{J}_R)(x) + L_N K_{R}(L_N, x) \right)^k
\]

for any \( x = L_N (\lambda + \rho) \) falling into the translated Weyl chamber \( C + L_N |\Phi_+| \rho \). Therefore,

\[
\epsilon^{(\ell)}(\emptyset), N = \frac{(-1)^k|\Phi_+| \ell^{k-1}}{(2\pi)^d (\text{vol}(t/t|z)) k} \sum_{x = L_N (\lambda + \rho)} \frac{((\partial_{\Phi_+} \tilde{J}_R)(x))^k}{(\delta(x))^{k-2}} (L_N)^d + \text{remainder},
\]

with a remainder that is a \( O(L_N) \), because it consists of:

- the contribution of the weights \( \lambda \) that are in the boundary \( C \setminus (C + |\Phi_+| \rho) \) of the Weyl chamber;
- and terms proportional to \( (L_N)^t K_{R}(L_N, x)^t ((\partial_{\Phi_+} \tilde{J}_R)(x)\right)^{k-t} \), with \( t \geq 1 \).

We leave the reader to check that these contributions can indeed be summed and yield a \( O(L_N) \); this relies on estimates of Bessel functions similar to those previously given.

Then, we are left with a standard Riemann sum over the lattice \( L_N (C \cap Z\Omega) \), whose points correspond to domains of volume \( (L_N)^d \text{vol}(\Omega/\Omega) \). We have a duality of lattices and

\[
\text{vol}(\Omega/\Omega) = \frac{1}{\text{vol}(t/tZ)}.
\]

We conclude:

**Theorem 5.6.** For any \( k \geq 2 \), we have

\[
\epsilon^{(\ell)}(\emptyset), N = \lim_{N \to \infty} \frac{\ell}{\text{vol}(t/t|z)} \left( \frac{L_N}{2\pi)^d/2} \right)^k \int_C \frac{(-1)^k|\Phi_+| (\partial_{\Phi_+} \tilde{J}_R)(x)}{(\delta(x))^{k-2}} dx,
\]

where \( dx \) is the Lebesgue measure on \( \Omega \) associated to the scalar product of weights defined in Section 2.3; \( d = \text{rank}(G) \); and \( \delta(x) = \prod_{\alpha \in \Phi_+} \frac{(x|\alpha)}{(|\alpha|) \alpha} \).

More precisely, the difference between \( N^{k-1} E_{R, T, N} \) and its limit is a \( O(L_N) \), with a constant in the \( O(\cdot) \) that only depends on \( G \) and \( s \). In the following, since we shall always deal with the partial derivative \( (-1)^k|\Phi_+| (\partial_{\Phi_+} = \prod_{\alpha \in \Phi_+} \partial_{\alpha} \), it will be convenient to use the latter notation \( \partial_{\Phi_+} \). As an application of Theorem 5.6, we can compute the limits \( M_s = \lim_{N \to \infty} E_{R, T, N}(x) \) for any \( s \in \{2, 3, 4, 5\} \). Indeed, we can enumerate all the circuits of length \( s \leq 5 \), and all their reductions have connected components which are loops:

\[
M_2 = \epsilon^{(\ell)} \quad ; \quad M_3 = \epsilon^{(\ell)} \quad ; \quad M_4 = 2 \epsilon^{(\ell)} + \epsilon^{(\ell)} + \epsilon^{(\ell)} \quad ; \quad M_5 = 5 \epsilon^{(\ell)} + 5 \epsilon^{(\ell)}.
\]
Therefore, given a sccc Lie group \( G \), if we set for \( k \geq 2 \)
\[
I_k = \int_G \left( \frac{\partial \Phi \cdot \tilde{J}_{\text{HO}}}{2\pi d/2} \right)^k \frac{dx}{(\delta(x))^{k-2}}
\]
then, the five first asymptotic moments of the spectral measure of \( \Gamma_{\text{geom}}(N, L_N) \) with
\( L_N = (\ell/N) \frac{\text{vol}(t)}{\text{vol}(t/2)} \) are given by:
\[
\begin{align*}
M_2 &= I_2 \ell' \\
M_3 &= I_3 (\ell')^2 \\
M_4 &= I_4 (\ell')^3 + 2 (I_2)^2 (\ell')^2 + I_2 \ell' \\
M_5 &= I_5 (\ell')^4 + 5 I_3 I_2 (\ell')^3 + 5 I_3 (\ell')^2,
\end{align*}
\]
where \( \ell' = \frac{\ell}{\text{vol}(t/2)} \).

5.3 Asymptotic contribution of a connected reduced circuit with two vertices

What is important in the previous paragraph is not the explicit formula that one obtains for the five first moments, but the method that leads to it: indeed, if one tries to extend it to higher moments, then one is led to new results in representation theory. These results and conjectures are related to the theory of crystals, and in order to understand this, one can try to compute the sixth moment of \( \mu \) with the same method as above. The the enumeration of all the circuits of length 6 yields
\[
M_6 = e^{(t)} + 6 e^{(t)} + 3 e^{(t)} + 6 e^{(t)} + 6 e^{(t)} + 9 e^{(t)} + 6 e^{(t)} + 4 e^{(t)} + e^{(t)}
\]
the terms being order by decreasing parameter \( k \). Among these terms, there is one reduced circuit with two vertices instead of one, which is for instance obtained with the identities of indices \( i_1 = i_4 \) and \( i_2 = i_5 \). Indeed, these identities correspond to the circuit \((H, T)\)

and thus to the reduced circuit \( R(H, T) \) of Figure 17.

Figure 17: The reduced circuit corresponding to the identities \( i_1 = i_4 \) and \( i_2 = i_5 \).

The asymptotics of \( E_{R,N} \) with \( R \) as in Figure 17 are related to the asymptotics of tensor products \( V^\lambda \otimes V^\mu \) when \( x = L_N \lambda \) and \( y = L_N \mu \) are fixed points in the interior
of the Weyl chamber, and \( L_N \) goes to 0; thus, \( \lambda \) and \( \mu \) are very large dominant weights. Indeed, we have

\[
e^{(t)}_{R,N} = N^3 E_{R,N} = N^3 E[h_N(v_1, v_2) h_N(v_2, v_3) h_N(v_1, v_4) h_N(v_4, v_1)]
= N^3 E[(Z_{L_N}^2(v_1 v_3^{-1}))^2 Z_{L_N}(v_3 v_1^{-1})] = N^3 \left\langle ((Z_{L_N})^2)^2 \mid Z_{L_N} \right\rangle.
\]

The functions above decompose in \( \mathcal{L}^2(G) \) as:

\[
Z_{L_N} = \sum_{\lambda \in \hat{G}} C_{\lambda,N} \text{ch}^\lambda ; \quad (Z_{L_N})^*^2 = \sum_{\lambda \in \hat{G}} \frac{(C_{\lambda,N})^2}{d_\lambda} \text{ch}^\lambda.
\]

Therefore, we have

\[
N^3 E_{R,N} = \sum_{\lambda, \mu, \nu} \frac{N^3 (C_{\lambda,N})^2 (C_{\mu,N})^2 C_{\nu,N}}{d_\lambda d_\mu} \left\langle \text{ch}^\lambda \times \text{ch}^\mu \mid \text{ch}^\nu \right\rangle.
\]

As before, the idea is to consider the sum above as a Riemann sum, and we will of course use Lemma 5.5 in order to approximate the coefficients \( C_{\lambda,N}, C_{\mu,N} \) and \( C_{\nu,N} \) by partial derivatives of Bessel functions. However, we also need to deal with \( c^{\lambda_\mu}_\nu = \left\langle \text{ch}^\lambda \times \text{ch}^\mu \mid \text{ch}^\nu \right\rangle \), and the product of characters \( \text{ch}^\lambda \times \text{ch}^\mu \) is the character of the tensor product of representations \( V^\lambda \otimes V^\mu \). Therefore, we need to understand the asymptotics of the Littlewood–Richardson coefficients \( c^{\lambda_\mu}_\nu \) such that

\[
V^\lambda \otimes V^\mu = \bigoplus_{\nu \in \hat{G}} c^{\lambda_\mu}_\nu V^\nu,
\]

when \( \lambda \) and \( \mu \) are very large. More generally, if we are interested in the computations of the terms \( e_R \) where \( R \) is a general reduced circuit on two vertices, then we need to understand the asymptotic behavior of the Littlewood–Richardson coefficients of tensor products with more than 2 irreducible representations. Given dominant weights \( \lambda_1, \ldots, \lambda_{r-1} \geq 2 \), we write

\[
V^{\lambda_1} \otimes V^{\lambda_2} \oplus \cdots \oplus V^{\lambda_{r-1}} = \sum_{\lambda_r \in \hat{G}} c^{\lambda_1, \ldots, \lambda_{r-1}}_{\lambda_r} V^{\lambda_r}.
\]

These generalised Littlewood–Richardson coefficients are connected to the usual one by the convolution rule:

\[
c^{\lambda_1, \ldots, \lambda_{r-1}}_{\lambda_r} = \sum_{\nu_1, \ldots, \nu_{r-2} \in \hat{G}} c^{\lambda_1}_{\nu_1} c^{\lambda_2}_{\nu_2} c^{\nu_1, \lambda_3}_{\nu_3} \cdots c^{\nu_{r-3}, \lambda_{r-1}}_{\lambda_r}.
\]

**Proposition 5.7.** We denote \( d \) the rank of the ssc Lie group \( G \), and \( l = |\Phi_+| \) its number of positive roots. We fix directions \( x_1, \ldots, x_{r-1} \geq 2 \) in the interior \( C' \) of the Weyl chamber. There exists a compactly supported piecewise polynomial function \( q_{x_1, \ldots, x_{r-1}}(z) \) on \( C \) such that:

- This function is non-negative and symmetric in \( x_1, \ldots, x_{r-1} \).
- For any bounded continuous function \( f \) on \( C \),

\[
\lim_{t \to \infty} \int_{\mathcal{L}^{r-2} \mathcal{G}} \frac{1}{t^{r-2l}} \sum_{\nu \in \hat{G}} c^{
u \nu \nu \nu \nu}_{\nu \nu \nu \nu \nu} f \left( \frac{z}{t} \right) = \int_C f(z) q_{x_1, \ldots, x_{r-1}}(z) \, dz.
\]
• The function $q_{x_1,\ldots,x_{r-1}}(z)$ is related to the functions $q_{x,y}(z)$ by the convolution rule:

$$q_{x_1,\ldots,x_{r-1}}(z) = \int_{C^{r-3}} q_{x_1,x_2}(z_1) \cdots q_{x_{r-2},x_{r-3}}(z_{r-3}) q_{x_{r-1},z_{r-3}}(z) \, dz_1 \cdots dz_{r-3}.$$ 

• The function $(x_1,\ldots,x_{r-1},z) \mapsto q_{x_1,\ldots,x_{r-1}}(z)$ is locally a homogeneous polynomial function of total degree $(r-2)l - d$. The domains of polynomiality of this function are polyhedral cones in $C^r$.

• The total mass of the positive measure $q_{x_1,\ldots,x_{r-1}}(z) \, dz$ is smaller than

$$\frac{1}{\max_{i\in[1,r-1]} \delta(x_i)} \prod_{i=1}^{r-1} \delta(x_i).$$

This proposition is proved in the second appendix of this paper; the proof relies deeply on the theory of crystal bases and string polytopes. Let us give an intuitive explanation of it which does not go too much into the algebraic details. Given three dominant weights $\lambda$, $\mu$, and $\nu$, one can construct a polytope $P(\lambda,\mu)$ (the relative Berenstein–Zelevinsky polytope) in a vector space of dimension $l = |\Phi|$, which is determined by hyperplanes whose equations depend on $\lambda$ and $\mu$ in an affine way. Then, the Littlewood–Richardson coefficient $c_{\lambda,\mu}^\nu$ is the number of integer points which lie in the intersection of this polytope and of a vector subspace determined by $d = \text{rank}(G)$ equations, these equations depending on $\lambda$ and $\nu$ again in an affine way (see Theorem 7.8). When we consider a sum

$$\sum_{\nu \in \hat{G}} c_{\nu}^{tx,ty} f\left(\frac{\nu}{t}\right)$$

with $x,y \in C^l$, $tx,ty \in \hat{G}$ and $t$ going to infinity, the polytope $P(tx,ty)$ scales linearly with the parameter $t$, and the counting measure of the integer points of this polytope becomes after scaling the uniform Lebesgue measure on $P(x,y)$, which is of dimension $l$. The Riemann sum over the dominant weights $\nu$ becomes after scaling an integral against the affine projection of this uniform measure on a polytope of smaller dimension $d$. Since an affine projection of a uniform measure on a polytope is a piecewise polynomial function also supported by a polytope, this essentially proves Proposition 5.7 in the case $r = 3$, by using also the linearity of the various polytopes in the parameters $\lambda,\mu,\nu$. The general case $r \geq 3$ follows by using the convolution rule for multiple Littlewood–Richardson coefficients. In the sequel of this section, we use Proposition 5.7 without insisting on its algebraic origin. The knowledge of these algebraic beginnings will only be useful in order to understand fully our conjecture on graph functionals, and why it involves the enumeration of integer points in polytopes; again, we refer to Section 7 for more details.

We now come back to the asymptotics of $E_{R,N}$ when $R$ is a connected reduced circuit with two vertices. An arbitrary connected reduced circuit on $k' = 2$ vertices writes as

$$\begin{array}{c}
R = \text{Graph with two vertices and one edge.}
\end{array}$$
which is clearly negative. On the other hand, the validity of the approximation of the
Theorem 5.8. Let \( r \geq 3 \), \( a_1 \geq a_2 \geq \cdots \geq a_{r-1} \geq 2 \) and \( a_r \in [1, a_{r-1}] \). We set
\[
\epsilon^{(l)} = N^{k-1} E_{H,T,N},
\]

The sum running over \( r \)-tuples of dominant weights. With \( t_N = (L_N)^{-1} \), by combining
Proposition 5.7 and the estimates of the coefficients \( C_{\lambda,N} \) given by Lemma 5.5, we obtain:
\[
(2\pi)^{\frac{d}{2}} (a_1 + \cdots + a_r) E_{R,N}
\]
\[
\lesssim \frac{(L_N)^{(\dim G)(a_1 + \cdots + a_r) - lr}}{(\text{vol}(t/2G))^{a_1 + \cdots + a_r}} \sum_{x_1, \ldots, x_r} \prod_{i=1}^r \frac{(\partial \phi_\mu \tilde{J}_{RN}(x_i))^{a_i}}{(\delta(x_i))^{a_i - 1}} c_{tN,x_1,\ldots,x_r}
\]
\[
\lesssim \frac{(t/N)^{k-1}}{(\text{vol}(t/2G))^{a_1 + \cdots + a_r}} \prod_{x_1, \ldots, x_r} (L_N)^{(d-1)r-l} \int_C \prod_{i=1}^r \frac{(\partial \phi_\mu \tilde{J}_{RN}(x_i))^{a_i}}{(\delta(x_i))^{a_i - 1}} q_{x_1, \ldots, x_{r-1}}(x_r) \, dx_r
\]
the sums running over elements \( x_1, \ldots, x_r \) which are in the Weyl chamber \( C \), and which are
multiple by \( L_N \) of some dominant weights. The convergence of the integral on \( C^r \)
follows from the following argument. By using the bounds on the partial derivatives of
\( \tilde{J}_{RN} \), and the scaling properties of the functions \( \delta(x_i) \) and \( q_{x_1, \ldots, x_{r-1}}(x_r) \), one sees that
it suffices to prove that the integral \( \int_1^\infty (r-2l-l-(a_1 + \cdots + a_r)) \frac{t^{l-1}}{(a_1 + \cdots + a_r - r)} (r-1)(d+1)^{-l} \, dt \)
converges. Indeed, \( q_{x_1, \ldots, x_{r-1}}(x_r) \) is homogeneous with total degree \( (r-2)l - d \); we have the upper bound
\[
\prod_{i=1}^r (\partial \phi_\mu \tilde{J}_{RN}(x_i))^{a_i} \leq K \prod_{i=1}^r \left( \frac{1}{1 + ||x_i||} \right)^{a_i(d+1)}
\]
and \( \prod_{i=1}^r (\delta(x_i))^{a_i - 1} \) is homogeneous with total degree \( (a_1 + \cdots + a_r - r)l \). Therefore, we have to prove that
\[
(r-2)l - d - (a_1 + \cdots + a_r) \frac{d+1}{2} - (a_1 + \cdots + a_r - r)l + r(d+1) < 0.
\]
However, the worst case is when the \( a_i \)'s are minimal, that is \( a_1 = a_2 = \cdots = a_{r-1} = 2 \)
and \( a_r = 1 \). The left-hand side of the inequality above is then equal to
\[
(r-2)l - d - (2r-1) \frac{d+1}{2} - (r-1)l + r(d+1) = - \frac{d-1}{2} - l,
\]
which is clearly negative. On the other hand, the validity of the approximation of the
Riemann sum by an integral follows from the smoothness of the functions considered,
and from the fact that the functions \( q_{x_1, \ldots, x_{r-1}}(x_r) \) are compactly supported. We have therefore proved:

**Theorem 5.8.** Let \( r \geq 3 \), \( a_1 \geq a_2 \geq \cdots \geq a_{r-1} \geq 2 \) and \( a_r \in [1, a_{r-1}] \). We set
\[
\epsilon^{(l)} = N^{k-1} E_{H,T,N},
\]
where \((H,T)\) is a circuit whose reduction is a connected component on two vertices with parameters \((a_1,\ldots,a_r)\). Here, \(k = (a_1 + \cdots + a_r) - (r - 2)\). Then,

\[
e^{(l)} = \lim_{N \to \infty} e^{(l)}_{N \to \infty},
\]

\[
= \left( \frac{\ell}{\text{vol}(t/tz)} \right)^{k-1} \int_{C^\ell} \frac{1}{(2\pi)^{5/2}} \frac{\partial \phi_X}{\partial R}(x_1) \frac{\partial \phi_X}{\partial R}(y) \frac{\partial \phi_X}{\partial R}(z) q_{x,y}(z) \, dx \, dy \, dz,
\]

the function \(q_{x_1,\ldots,x_{r-1}}(x_r)\) being related to the (multi-)Littlewood–Richardson coefficients by Proposition 5.7.

As an application, if we set

\[
I_{(2,2,1)} = \int_{C^3} \frac{\partial \phi_X}{\partial R}(x) \frac{\partial \phi_X}{\partial R}(y) \frac{\partial \phi_X}{\partial R}(z) q_{x,y}(z) \, dx \, dy \, dz
\]

then this quantity is related to the term \(e^{(l)}_R\) with \(R\) as in Figure 17, and by using the circuit expansion of \(M_6\) previous computed, we obtain

\[
M_6 = I_6 (\ell')^5 + (6 I_4 J_3 + 3 (J_3)^2) (\ell')^4 + (6 I_4 + 6 (J_2)^3 + 9 I_{(2,2,1)}) (\ell')^3 + (6 (J_2)^2 + 4 J_3) (\ell')^2 + I_2 \ell',
\]

where \(\ell' = \frac{\ell}{\text{vol}(t/tz)}\). Again, the important point is not this exact formula, but the fact that its computation sheds light on the asymptotic properties of large representations of the group \(G\). This idea culminates in the computation of the higher moments \(M_{s \geq 8}\), as we shall now explain — for \(s = 7\), one can check that the circuit expansion is

\[
M_7 = e^{(l)} + 7 e^{(l)} + 7 e^{(l)} + 7 e^{(l)} + 21 e^{(l)} + 21 e^{(l)} + 7 e^{(l)} + 28 e^{(l)} + 35 e^{(l)} + 21 e^{(l)}
\]

and it only involves reduced circuits on one or two vertices.

### 5.4 The conjecture on graph functionals

Starting with \(s = 8\), the circuit expansion from Theorem 5.4 yields connected reduced circuits on 3 vertices, the smallest case being when \(s = 8\) and we have for instance the identities of indices \(i_1 = i_6, i_3 = i_7\) and \(i_4 = i_8\). The corresponding reduced circuit is drawn in Figure 18.

Let us explain how one should deal with the contribution \(E_{R,N}\) of such a circuit. We label the \(k' \geq 2\) vertices of a connected reduced circuit which is not a loop in an arbitrary order from 1 to \(k'\), and we convene to orientate each labeled edge \(a \rightarrow b\) in
where the direction $a \to b$ if the index $a$ is smaller than $b$. Then,

$$E_{R,N} = \int_{G^{k'}} \left( \prod_{a \to b \text{ labeled edge of } R} (Z_L)_{a}^{(l_a)} (g_a(g_b)^{-1}) \right) dg_1 \cdots dg_{k'},$$

$$= \sum_{(\lambda_e)_{e \in E(R)} \text{ family of dominant weights}} \left( \prod_{e \in E(R)} \frac{(C_{\lambda_e,N})_{e}^{l_e}}{(d_{\lambda_e})_{e}^{l_e-1}} \right) \int_{G^{k'}} \left( \prod_{(a \to b) \in E(S)} \text{ch}^{\lambda_a} (g_a(g_b)^{-1}) \right) dg_1 \cdots dg_{k'},$$

where $E(R)$ is the set of labeled edges of $R$. Note that the integral on the second line only depends on the unlabeled oriented graph $S$ underlying the reduced connected circuit $R$. In the following we always use the letter $S$ or the notation $S(H,T)$ for this unlabeled oriented graph, and we call graph functional the integral

$$\text{GF}_S((\lambda_e)_{e \in E(S)}) = \int_{G^{k'}} \left( \prod_{(a \to b) \in E(S)} \text{ch}^{\lambda_a} (g_a(g_b)^{-1}) \right) dg_1 \cdots dg_{k'},$$

this is a function on the $k'$-tuples of dominant weights indexed by the edges of $S$. This definition actually makes sense for any finite graph $S$ with ordered vertices and possibly with loops; moreover, the definition immediately implies that $\text{GF}_S((\lambda_e)_{e \in E(S)})$ factorises over the biconnected components of the graph $S$. We recover classical quantities when the graph $S$ has $k' = 1$ or $k' = 2$ vertices:

- If the graph $S$ has $k' = 1$ vertex, then it is a collection of loops, and we have

$$\text{GF}_S(\lambda) = \int_{G} \text{ch}^{\lambda} (e_G) \, dg = \dim V^\lambda.$$  

- If the graph $S$ has $k' = 2$ vertices and $r \geq 3$ edges between them, then its graph functional is a multiple Littlewood–Richardson coefficients:

$$\text{GF}_S(\lambda_1, \ldots, \lambda_r) = \int_{G} \text{ch}^{\lambda_1} (g) \, \text{ch}^{\lambda_2} (g) \cdots \text{ch}^{\lambda_r} (g) \, dg = \sum_{\lambda^*} \chi^{\lambda_1 \cdots \lambda_r}_{\lambda^*},$$

where $\lambda^*$ denotes the highest weight of the irreducible representation which is the conjugate of $V^\lambda$ (i.e., $(V^\lambda)^* = V^\lambda^*$ and $\rho^{\lambda^*} (g) = (\rho^\lambda (g^{-1}))^*$).

Hence, the graph functionals can be considered as generalisations of the Littlewood–Richardson coefficients. For any circuit $(H,T)$, we have

$$E_{H,T,N} = \sum_{(\lambda_e)_{e \in E(S(H,T))}} \left( \prod_{e \in E(S(H,T))} \frac{(C_{\lambda_e,N})_{e}^{l_e}}{(d_{\lambda_e})_{e}^{l_e-1}} \right) \text{GF}_{S(H,T)}((\lambda_e)_{e \in E(S(H,T))}). \quad (5.3)$$
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Now, let us do a little bit of dimension analysis in order to explain how the mere existence of the limits \( e_R^{(t)} \) suggests our Conjecture 1.4. To simplify a bit the discussion, we suppose in the sequel that \( R(H, T) \) and \( S(H, T) \) are connected. The idea is to interpret Equation (5.3) as a Riemann sum, which should be asymptotically of order \( O(N^{-(k-1)}) \), \( k \) being as usual the number of distinct indices in the circuit \((H, T)\). If \( x_c = \lambda_x L_N \), then we should be able to approximate

\[
\prod_{e \in E(R)} \frac{(C_{\lambda_x}N)^{\ell_s}}{(d_{\lambda_x})^{\ell_s-1}} \\
\simeq_{N \to \infty} \left( \frac{\ell}{N} \right)^{k-k'} (L_N)^{(d+t)r} \left( \frac{1}{(2\pi)^{d/2} \vol(t/t_2)} \right) \sum_{e \in E(R)} \frac{1}{\ell_s} \prod_{e \in E(R)} \frac{\partial_{\varphi} \tilde{J}_{R}(x_e)}{\delta(x_e)} \frac{\ell_s}{\ell_s-1}
\]

where \( r = |E(R)| \) and \( k' = |V(R)| \). Assuming that this approximation is valid, we then have:

\[
\frac{N^{k-1} E_{H,T,N}}{(\ell')^{k-1} \vol(t/t_2)} (L_N)^{(2l+d)(k'-1)} \approx \sum (x_e)_{e \in E(R)} \left( \prod_{e \in E(R)} \frac{\partial_{\varphi} \tilde{J}_{R}(x_e)}{\delta(x_e)} \frac{\ell_s}{\ell_s-1} \right) (L_N)^{lr} \GF_S \left( \frac{x_e}{L_N} \right) \GF_S \left( \frac{x_e}{L_N} \right) \left( (L_N)^d \vol(R \Omega / \Omega) \right)^r
\]

with \( \ell' = \frac{\ell}{\vol(t/t_2)} \), and where the sum runs over elements of the lattice \((L_N (C \land \Omega))\). If we want the convergence of this Riemann sum as \( N \) goes to infinity, then taking into account our Proposition 5.7 and our Theorems 5.6 and 5.8, it is natural to make the following assumption:

If \( r \) is the number of edges of \( S \) and \( k, k' \) are as in Equation (5.1), then there exists a function \( q_S : C^r \to R_+ \) which is locally polynomial, with domains of polynomiality that are polyhedral cones and with total degree \( lr - (2l+d)(k'-1) \) in these cones, such that we have the asymptotics

\[
\GF_S (tx_e)_{e \in E(S)} \simeq_{t \to \infty} q_S (tx_e)_{e \in E(S)}
\]

if the \( tx_e \)'s are dominant weights in the interior of the Weyl chamber.

Actually, this estimate cannot be true for any family of dominant weights \( (tx_e)_{e \in E(S)} \), because a graph functional \( \GF_S (\lambda_{x_e} \in E(S)) \) usually vanishes outside a full rank sublattice of \((\Omega \Omega)^r\). For instance, with the Littlewood–Richardson coefficients, \( c_{\lambda,\mu}^{\nu} = 0 \) if \( \lambda + \mu - \nu \) does not belong to the root lattice, which is smaller than the weight lattice. Thus, the correct estimate should rather be

\[
\GF_S (tx_e)_{e \in E(S)} \simeq_{t \to \infty} \begin{cases} q_S (tx_e)_{e \in E(S)} \quad & \text{if } (tx_e)_{e \in E(S)} \in A_S, \\
0 & \text{otherwise}, \end{cases}
\]

where \( A_S \subset (\Omega \Omega)^r \) is a sublattice which is not necessarily of maximal rank. Assuming that this is true, we would then obtain the analogue of Theorems 5.6 and 5.8 for any connected reduced circuit \( R(H, T) \), with

\[
e_R^{(t)} = \lim_{N \to \infty} \frac{N^{k-1} E_{H,T,N}}{(\ell')^{k-1} \vol(t/t_2)} \int_{C^r} \left( \prod_{e \in E(R)} \frac{\partial_{\varphi} \tilde{J}_{R}(x_e)}{\delta(x_e)} \frac{\ell_s}{\ell_s-1} \right) q_S(x_1, \ldots, x_r) dx_1 \ldots dx_r.
\]
Finally, our assumption on the asymptotic behavior of the graph functionals would follow immediately from the fact that these functionals $GF_S$ count the integer points in certain polytopes $\mathcal{P}(\lambda_e)_{e \in E(S)}$ whose equations are determined by affine functions of the dominant weights; as explained just after the statement of Proposition 5.7 and in more details in Section 7, this is the case when $S$ consists of two vertices. We now have fully explained our Conjecture 1.4, except for the belonging of the polytopes to the so-called string cone of the group $G^r$; this is also expained in the appendix at the end of the paper. We hope to be able to prove the conjecture by interpreting the graph functionals in the theory of crystal bases, and by describing them in terms of string parametrisations. We close this section by two remarks.

**Remark 5.9.** The formula $lr - (2l + d)(k' - 1)$ does not give a non-negative number for any connected graph $S$; for instance, if $G = SU(2)$ and $S$ is the connected oriented graph associated to the reduced circuit from Figure 18, then $l = d = 1$, $r = 5$ and $k' = 3$, therefore $lr - (2l + d)(k' - 1) = 5 - 6 = -1$. In this situation, the corresponding polytope should be empty, and our conjecture should imply some vanishing results, which can be stated informally as follows: if one takes a graph functional of irreducible representations with too many Haar distributed random variables $g_1, \ldots, g_k$, in comparison to the number $r$ of characters appearing, then this integral generically vanishes. This is not very surprising since $\int_G \chi^{s}(g) \, dg = 0$ for any non trivial representation, but our conjecture would make this much more precise. We also believe that when the formula for the dimension of the polytope yields a negative number $-n$, the number $n$ is equal to the codimension of the aforementioned sublattice $A_S$ in $(Z\Omega)^r$.

**Remark 5.10.** In the general case, it is certainly hopeless to have a beautiful closed formula for the functions $q_S$ introduced above. It should however be noticed that the analogue of Conjecture 1.4 is trivially true when $G$ is a torus $T^d$ (this is not a semisimple Lie group, but the whole theory adapts mutatis mutandis). In this case, the weights of irreducible representations are elements of $Z^d$, and one can check that the graph functionals are indicator functions of sublattices of $(Z^d)^r$. This means that $M_s$ can always be written as a sum over reduced circuits of certain weights which are integrals of combinations of Bessel functions, but this time without a complicated locally polynomial function as the measure of integration. This seems a promising approach for the problem of computing a precise upper bound on $\omega_s$; note however that we need a good control of these weights if we want to improve substantially the arguments from Proposition 4.21.

### 6 Appendix: Geometry of the classical sscs Lie groups

In this appendix, we describe for each classical case: the maximal torus $T$; the Weyl group $W$; the corresponding weight lattice $Z\Omega$ and root system $\Phi$; the set of dominant weights $\hat{G}$; the dimensions of the corresponding irreducible representations. We also compute the volumes of the classical sscs Lie groups with respect to the Riemannian structure given by Equation (1.1) and the opposite of the Killing form. Most of these results can be found in the classical text books [40, 32], and we stick to the conventions of a previous paper [57]. Since $\text{Spin}(n)$ is not easily described in terms of matrices, in the following we shall use numerous times the two-fold covering map $\pi : \text{Spin}(n) \to SO(n)$.

#### 6.1 Maximal tori and their characters

The maximal tori are chosen as follows:

- **type $A_n$**: $G = SU(n+1)$
  
  $$
  T = \{ \text{diag}(e^{i\theta_1}, e^{i\theta_2}, \ldots, e^{i\theta_{n+1}}) \mid \theta_i \in [0, 2\pi], \theta_1 + \theta_2 + \cdots + \theta_{n+1} \in 2\pi \mathbb{Z} \};
  $$

weights. They have positive scalar products with the positive roots:

\[ R_{i} \in \hat{6.3} \text{ Weight lattices and root systems} \]

\[ \text{Span}_{EJP24}(\text{type A}) = (\{\text{diag}(R_{\theta_{1}}, R_{\theta_{2}}, \ldots, R_{\theta_{n}}, 1) \mid \theta_{i} \in [0, 2\pi]\}) ; \]

\[ \text{type C}_{n} : G = \text{USp}(n) \]

\[ T = \{\text{diag}(e^{i\theta_{1}}, e^{i\theta_{2}}, \ldots, e^{i\theta_{n}}) \mid \theta_{i} \in [0, 2\pi]\}; \]

\[ \text{type D}_{n} : G = \text{Spin}(2n) \]

\[ T = \pi^{-1}(\{\text{diag}(R_{\theta_{1}}, R_{\theta_{2}}, \ldots, R_{\theta_{n}}, 1) \mid \theta_{i} \in [0, 2\pi]\}), \]

where \( R_{\theta} = (\cos \theta - \sin \theta \cos \theta \sin \theta) \). In each case, we denote \( e_{i} \), the morphism \( T \rightarrow C^{\infty} \) which sends an element of the torus of parameters \((\theta_{i})\) to \( e^{i\theta_{i}} \) (in type \( B_{n} \) and \( D_{n} \), \( e_{i} \) factors through \( \pi \)). Notice that in type \( A_{n} \), by definition of the torus, \( e_{1} + \cdots + e_{n+1} = 0 \). In type \( B_{n} \), one can also define a morphism \( \omega_{n} : T \rightarrow C^{\infty} \) which is the highest weight of the so-called spin representation of Spin(2n + 1), and which has the property that \( 2\omega_{n} = e_{1} + e_{2} + \cdots + e_{n} \); thus, formally, \( \omega_{n} = \frac{1}{2}(e_{1} + \cdots + e_{n}) \). Notice that \( \omega_{n} \) does not factor through the covering map \( \pi \). Similarly, in type \( D_{n} \), one can define two morphisms \( \omega_{n-1} : T \rightarrow C^{\infty} \) and \( \omega_{n} : T \rightarrow C^{\infty} \), which are the highest weights of the even and odd half-spin representations of Spin(2n), and which are formally equal to \( \frac{1}{2}(e_{1} + \cdots + e_{n-1} + e_{n}) \) and \( \frac{1}{2}(e_{1} + \cdots + e_{n-1} - e_{n}) \). We refer to [32, Chapter 20] and to [45, §1.8] for the constructions with spins.

6.2 Weyl groups

The Weyl groups \( W = \text{Norm}(T)/T \) corresponding to the previous choices of maximal tori are:

\[ \text{type } A_{n} : W = S(n+1), \text{ acting by permutation of the angles}; \]

\[ \text{type } B_{n} : W = (\mathbb{Z}/2\mathbb{Z}) \wr S(n), \text{ acting by permutation and inversion of the angles}; \]

\[ \text{type } C_{n} : W = (\mathbb{Z}/2\mathbb{Z}) \wr S(n), \text{ acting by permutation and inversion of the angles}; \]

\[ \text{type } D_{n} : W = ((\mathbb{Z}/2\mathbb{Z}) \wr S(n))^{\text{even}}, \text{ acting by permutation and inversion of the angles}. \]

In the last case, the signed permutations can be represented as pairs \((e_{1}, \ldots, e_{n}, \sigma)\) with \( e_{i} = \pm 1 \) and \( \sigma \in S(n) \), and they are allowed only when \( e_{1}e_{2}\cdots e_{n} = +1 \).

6.3 Weight lattices and root systems

We denote \( R\Omega = \text{Span}_{R}(e_{1}, \ldots, e_{n+1})/R(e_{1} + \cdots + e_{n+1}) \) in type \( A_{n} \), and \( R\Omega = \text{Span}_{R}(e_{1}, \ldots, e_{n}) \) in type \( B_{n} \), \( C_{n} \), and \( D_{n} \). The vector space \( R\Omega \) has dimension \( n \) in type \( A_{n} \), \( B_{n} \), \( C_{n} \), and \( D_{n} \). The weight lattice \( Z\Omega \) is the \( Z \)-lattice of maximal rank \( n \) spanned by the fundamental weights \( \omega_{1}, \ldots, \omega_{n} \):

\[ \text{type } A_{n} : \omega_{i} = (e_{1} + \cdots + e_{i}) - \frac{i}{n+1}(e_{1} + \cdots + e_{n+1}); \]

\[ \text{type } B_{n} : \omega_{1} = e_{1} + \cdots + e_{n}; \quad \omega_{n} = \frac{1}{2}(e_{1} + \cdots + e_{n}); \]

\[ \text{type } C_{n} : \omega_{i} = e_{1} + \cdots + e_{i}; \]

\[ \text{type } D_{n} : \omega_{1} = e_{1} + \cdots + e_{n}; \quad \omega_{n-1} = \frac{1}{2}(e_{1} + \cdots + e_{n-1} \pm e_{n}). \]

The dominant weights in \( \hat{G} \) are the positive integer combinations of these fundamental weights. They have positive scalar products with the positive roots:

\[ \text{type } A_{n} : \Phi_{+} = \{e_{i} - e_{j}, 1 \leq i < j \leq n + 1\}; \]

\[ \text{type } B_{n} : \Phi_{+} = \{e_{i}, 1 \leq i \leq n\} \cup \{e_{i} - e_{j}, 1 \leq i < j \leq n\} \cup \{e_{i} + e_{j}, 1 \leq i < j \leq n\}; \]
type $C_n$: $\Phi_+ = \{2e_i, 1 \leq i \leq n\} \cup \{e_i - e_j, 1 \leq i < j \leq n\} \cup \{e_i + e_j, 1 \leq i < j \leq n\}$;  

$\Phi_++ = \{e_i - e_j, 1 \leq i < j \leq n\} \cup \{e_i + e_j, 1 \leq i < j \leq n\}$.

We have drawn in Figure 19 the weight lattices, the root systems and the Weyl chambers in rank 2.

![Figure 19: The weight lattices in type $A_2$, $B_2$, $C_2$ and $D_2$.](image)

6.4 Scalar product on the weight lattice

Let us compute for each case the scalar product $\langle \cdot | \cdot \rangle$ on $\mathbb{R}\Omega$ which is dual to the Killing form. As explained in Section 1.4, the Killing form is given by:

- type $A_n$: $B(X, Y) = (2n + 2) \text{tr}(XY)$, $X, Y \in \mathfrak{su}(n + 1)$;
- type $B_n$: $B(X, Y) = (2n - 1) \text{tr}(XY)$, $X, Y \in \mathfrak{so}(2n + 1)$;
- type $C_n$: $B(X, Y) = (4n + 4) \text{Re}(\text{tr}(XY))$, $X, Y \in \mathfrak{sp}(n)$;
- type $D_n$: $B(X, Y) = (2n - 2) \text{tr}(XY)$, $X, Y \in \mathfrak{so}(2n)$.

For each (simple) root $\alpha$, there is a unique vector $T_\alpha \in \mathfrak{t}_\mathbb{C}$ such that $\alpha(t) = B(t, T_\alpha)$. The scalar product on $\mathbb{R}\Omega$ is then given by $\langle \alpha | \beta \rangle = B(T_\alpha, T_\beta)$. One thus obtains the following scalar products:

- Each time, the vectors $e_i$ form an orthogonal basis, with the following square norms:
  
  $\text{type } A_n: \quad \|e_i\|^2 = \frac{1}{2n + 2}$; \quad $\text{type } B_n: \quad \|e_i\|^2 = \frac{1}{4n - 2}$;
  
  $\text{type } C_n: \quad \|e_i\|^2 = \frac{1}{4n + 4}$; \quad $\text{type } D_n: \quad \|e_i\|^2 = \frac{1}{4n - 4}$.

- In type $A_n$, the weight space $\mathbb{R}\Omega$ is embedded in $\text{Span}_\mathbb{R}(e_1, \ldots, e_{n+1})$ as the hyperplane $\mathbb{R}\Omega = \text{Span}_\mathbb{R}(\alpha_1, \ldots, \alpha_n)$ with $\alpha_i = e_i - e_{i+1}$ (the $\alpha_i$’s are the simple roots).
With these conventions, the Weyl formula yields the following explicit values for the \( \varepsilon \) (for instance, in Weyl’s dimension formula). However, the knowledge of the normalisation \( \varepsilon \) indexed by the dominant weights in the integral sublattice \( \mathbf{L} \) studying random geometric graphs, everything that can be said for a random geometric representations of \( \text{SO}(2) \) label the irreducible representations of \( \text{SO}(2) \) through the covering map \( \text{Spin}(d) \). Thus, integer partitions of length \( n \) label the irreducible representations of \( \text{SO}(2n + 1) \), whereas signed integer partitions of length \( n \) label the irreducible representations of \( \text{SO}(2n) \). This connection between representations of \( \text{Spin}(d) \) and representations of \( \text{SO}(d) \) is detailed in [22, Chapter 31]. For studying random geometric graphs, everything that can be said for a random geometric graph of fixed level \( L \) drawn on \( \text{Spin}(d) \) stays true for \( \text{SO}(d) \), but with the eigenvalues indexed by the dominant weights in the integral sublattice \( \text{SO}(d) \) of \( \text{Spin}(d) \).

6.5 Dominant weights and dimensions of the irreducible representations

It is convenient to describe a dominant weight \( \lambda \in \hat{G} \) by means of its coordinates \( \lambda_1, \lambda_2, \ldots, \lambda_n \) in the basis \( \{e_1, \ldots, e_n\} \) or \( \{e_1, \ldots, e_{n+1}\} \). Thus, we have the following descriptions of the sets \( \hat{G} \) (see [57, §2.3]):

- **Type \( A_n \):** \( \hat{G} = \{\text{integer partitions} (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0) \mid \forall i, \lambda_i \in \mathbb{N}\} \);

- **Type \( B_n \):** \( \hat{G} = \{\text{half-integer partitions} (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0) \mid \forall i, \lambda_i \in \mathbb{N}\} \);

- **Type \( C_n \):** \( \hat{G} = \{\text{integer partitions} (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0) \mid \forall i, \lambda_i \in \mathbb{N}\} \);

- **Type \( D_n \):** \( \hat{G} = \{\text{half-integer partitions} (\lambda_1 \geq \lambda_2 \geq \cdots \geq \varepsilon_n \lambda_n \geq 0) \mid \forall i, |\lambda_i| \in \mathbb{N} \} \),

where in the last case the sign \( \varepsilon_n \) of \( \lambda_n \) is allowed to be \( \pm 1 \) (unless \( \lambda_n = 0 \)).

- In type \( A_n \), the integer partition \( \lambda \) corresponds to the highest weight

  \[ \lambda_1 e_1 + \cdots + \lambda_n e_n = \frac{|\lambda|}{n+1} (e_1 + \cdots + e_{n+1}), \]

  where \( |\lambda| = \sum_{i=1}^{n} \lambda_i \). It is then convenient to denote \( \lambda_{n+1} = 0 \).

- In type \( B_n, C_n \) and \( D_n \), the integer or half-integer partition \( \lambda \) corresponds to the highest weight \( \lambda_1 e_1 + \cdots + \lambda_n e_n \).

With these conventions, the Weyl formula yields the following explicit values for the dimensions \( d_\lambda \):

- **Type \( A_n \):** \( d_\lambda = \prod_{1 \leq i < j \leq n+1} \frac{\lambda_i - \lambda_j + j - i}{j - i} \);

- **Type \( B_n \):** \( d_\lambda = \prod_{1 \leq i < j \leq n} \frac{\lambda_i - \lambda_j + j - i}{j - i} \prod_{1 \leq i \leq j \leq n} \frac{\lambda_i + \lambda_j + 2n + 1 - i - j}{2n + 1 - i - j} \);

- **Type \( C_n \):** \( d_\lambda = \prod_{1 \leq i < j \leq n} \frac{\lambda_i - \lambda_j + j - i}{j - i} \prod_{1 \leq i \leq j \leq n} \frac{\lambda_i + \lambda_j + 2n + 2 - i - j}{2n + 2 - i - j} \);

- **Type \( D_n \):** \( d_\lambda = \prod_{1 \leq i < j \leq n} \frac{\lambda_i - \lambda_j + j - i \lambda_i + \lambda_j + 2n - i - j}{2n - i - j} \).

**Remark 6.1.** In type \( B_n \) and \( D_n \), a sublattice of \( \hat{G} \) corresponds to the irreducible representations that factor through the covering map \( \text{Spin}(d) \to \text{SO}(d) \), hence are irreducible representations of the special orthogonal group. Thus, integer partitions of length \( n \) label the irreducible representations of \( \text{SO}(2n + 1) \), whereas signed integer partitions of length \( n \) label the irreducible representations of \( \text{SO}(2n) \). This connection between representations of \( \text{Spin}(d) \) and representations of \( \text{SO}(d) \) is detailed in [22, Chapter 31]. For studying random geometric graphs, everything that can be said for a random geometric graph of fixed level \( L \) drawn on \( \text{Spin}(d) \) stays true for \( \text{SO}(d) \), but with the eigenvalues indexed by the dominant weights in the integral sublattice \( \text{SO}(d) \) of \( \text{Spin}(d) \).
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6.6 Volume of a sscc Lie group

Let us finally explain how to use the weight lattices and the root systems in order to compute the volume of a sscc Lie group $G$ with respect to the volume form associated to opposite Killing form. This volume is involved in the renormalisation parameters of the Poissonian regime of random geometric graphs, and it is given by

$$\text{vol}(G) = (2\sqrt{2}\pi)^{\dim G} \prod_{\alpha \in \Phi_+} \text{sinc} (2\pi \langle \rho \mid \alpha \rangle),$$

see [46, Formula 4.32.1]. Alternatively, if $(m_i)_{i \in [1,d]}$ is the collection of the Chevalley exponents of the Weyl group of $G$ (see for instance [26]), and if $2\pi t_Z$ is the kernel of $\exp : t \to T$ ($T$ being the fixed maximal torus), then

$$\text{vol}(G) = \text{vol}(t/t_Z) \left( \prod_{\alpha \in \Phi_+} B(\alpha^\vee, \alpha^\vee) \right) \prod_{i=1}^d \frac{2\pi m_{i+1}}{m_i!},$$

the last product being the volume of the cartesian product of unit spheres $\prod_{i=1}^d S^{2m_{i+1}}$; see [55, 38]. In this formula, $\alpha^\vee$ is the coroot of the root $\alpha$, that is the vector in $\mathfrak{t}_0$ such that $2\pi B(t,\alpha^\vee) = \alpha(t)$. In other words, $T_\alpha = \frac{2\pi \alpha^\vee}{B(\alpha^\vee, \alpha^\vee)}$. As a consequence,

$$\text{vol}(G) = \text{vol}(t/t_Z) \text{d}^{\Phi +} \left( \prod_{\alpha \in \Phi_+} \frac{1}{\|\alpha\|^2} \right) \prod_{i=1}^d \frac{2\pi m_{i+1}}{m_i!}.$$

The terms of this formula are:

<table>
<thead>
<tr>
<th>Type</th>
<th>$\text{vol}(t/t_Z)$</th>
<th>$\dim G$</th>
<th>$\prod_{\alpha \in \Phi_+} \frac{1}{|\alpha|^2}$</th>
<th>$m_1, \ldots, m_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td>$n(n+2)$</td>
<td>$n(n+2)$</td>
<td>$(n+1)\frac{n^2}{2(n-1)!}$</td>
<td>$1, 2, 3, \ldots, n$</td>
</tr>
<tr>
<td>$B_n$</td>
<td>$2n^2(n-1)\frac{n^2}{2}$</td>
<td>$n(n+1)$</td>
<td>$2^n(2n-1)n^2$</td>
<td>$1, 3, 5, \ldots, 2n-1$</td>
</tr>
<tr>
<td>$C_n$</td>
<td>$2n^2(n+1)\frac{n^2}{2}$</td>
<td>$n(n+1)$</td>
<td>$2^{n(n-1)}(n+1)n^2$</td>
<td>$1, 3, 5, \ldots, 2n-1$</td>
</tr>
<tr>
<td>$D_n$</td>
<td>$2n^2(n-1)\frac{n^2}{2}$</td>
<td>$n(n-1)$</td>
<td>$2^{n(n-1)}(n-1)n(n-1)$</td>
<td>$1, 3, 5, \ldots, 2n-3, n-1$</td>
</tr>
</tbody>
</table>

The term $\text{vol}(t/t_Z)$ appears in many asymptotic formulas in Section 5. As a consequence of the computations above,

$$\text{vol}(\text{SU}(n)) = \frac{(2^{2n+3} \pi^{n+2})^{\frac{n-1}{n}} n^{\frac{n^2}{2}}}{1!2! \cdots (n-1)!};$$

$$\text{vol}(\text{USp}(n)) = \frac{(2^{3n+1} \pi^{n+1} (n+1)^{\frac{n+1}{2}})^n}{1!3! \cdots (2n-1)!};$$

$$\text{vol}(\text{Spin}(2n)) = \frac{(2^{4n-1} \pi^{n-1} (n-1)^{\frac{2n-1}{2}})^n}{1!3! \cdots (2n-3)!(n-1)!};$$

$$\text{vol}(\text{Spin}(2n+1)) = \frac{(2^{2n+2} \pi^{n+1} (2n-1)^{\frac{2n+1}{2}})^n}{1!3! \cdots (2n-1)!}.$$

Of course, for $n \geq 3$, $\text{vol}(\text{SO}(n)) = \frac{1}{2} \text{vol}(\text{Spin}(n))$. 

7 Appendix: Crystals of representations and string polytopes

This second appendix proves Proposition 5.7 and gives a survey of the theory of crystals of representations. We have tried to explain it in the most pedagogical way that we were able to, and in particular we start with the path model, although it is not really required in our study. Until the end, \(G\) is a fixed sscC Lie group, \(g\) is its Lie algebra, and \(d\) is the rank of \(G\). The set of simple roots of \(G\) is denoted \((\alpha_i)_{i \in \{1, d\}}\). This is a linear basis of \(R\Omega\), and we denote \((\alpha_i^\vee)_{i \in \{1, d\}}\) the basis of simple coroots in \((R\Omega)^*\), defined by the relations

\[
\forall i, j \in \{1, d\}, \quad \alpha_i(\alpha_j^\vee) = 2 \frac{\langle \alpha_i | \alpha_j \rangle}{\langle \alpha_j | \alpha_j \rangle}.
\]

The dual basis \((\omega_i)_{i \in \{1, d\}}\) of the basis of coroots \((\alpha_i^\vee)_{i \in \{1, d\}}\) consists in the fundamental weights, such that \(Z\Omega = \text{Span}_Z(\omega_1, \ldots, \omega_d)\). Fix a dominant weight \(\lambda \in \hat{G}\), and for \(\omega \in Z\Omega\), denote \(V^\lambda(\omega)\) the weight subspace of \(V^\lambda\) associated to the weight \(\omega\):

\[
V^\lambda(\omega) = \{ v \in V^\lambda \mid \forall t \in T, \quad t \cdot v = \omega(t) v \}.
\]

An element of the weight subspace \(V^\lambda(\omega)\) is called a weight vector of \(V^\lambda\), and the irreducible representation \(V^\lambda\) is the direct sum of its weight subspaces:

\[
V^\lambda = \bigoplus_{\omega \mid V^\lambda(\omega) \neq 0} V^\lambda(\omega).
\]

The set of weights with positive multiplicity in \(V^\lambda\) will be denoted \(\Omega(\lambda)\); it is a finite subset of \(\lambda + R\), where \(R\) is the root lattice of \(G\), that is the sublattice of \(Z\Omega\) spanned by the (simple) roots.

7.1 Crystals and the path model

The theory of crystal bases and the path model allow one to compute the multiplicities \(K_{\lambda, \omega} = \dim_C(V^\lambda(\omega))\) for \(\omega \in \Omega(\lambda)\) (they are also called the \textit{Kostka numbers}). Let \(U_q(g_C)\) be the quantum group of the complexification \(g_C\) of the Lie algebra \(g\); it is a deformation with a complex parameter \(q\) of the universal enveloping algebra \(U(g_C)\), see [42, 43]. There is a corresponding deformation \(V^\lambda_q\) of the irreducible module \(V^\lambda\), and a notion of weight vectors in \(V^\lambda_q\), such that if

\[
V^\lambda_q = \bigoplus_{\omega \mid V^\lambda_q(\omega) \neq 0} V^\lambda_q(\omega),
\]

then the weights and the multiplicities are the same for \(V^\lambda\) and for \(V^\lambda_q:\)

\[
\forall \omega \in Z\Omega, \quad \dim_C \left(V^\lambda_q(\omega)\right) = \dim_C \left(V^\lambda(\omega)\right).
\]

This is the Lusztig–Rosso correspondence, see the original papers [53, 61, 62], and [58, Chapter 5] for a detailed exposition of the case \(g = \mathfrak{gl}(n)\). The correspondence holds for any \(q\) which is not 0 or a root of unity. Now, a crystal basis of the irreducible representation \(V^\lambda_q\) is a linear basis \(\mathcal{C}(\lambda)\) of \(V^\lambda_q\) that consists of weight vectors, and such that if \((e_i, f_i, q_i)_{i \in \{1, d\}}\) are the Chevalley generators of \(U_q(g_C)\), then for any vector \(v\) of the crystal basis, \(e_i \cdot v\) is either 0 or another vector \(v'\) of the crystal basis; and similarly for \(f_i \cdot v\). Notice that if \(v \in \mathcal{C}(\lambda)\) has weight \(\omega\) and \(v' = e_i \cdot v\) (respectively, \(v' = f_i \cdot v\)) does not vanish, then \(v'\) has weight \(\omega + \alpha_i\) (respectively, \(\omega - \alpha_i\)). The crystal of \(V^\lambda_q\) is given by a crystal basis \(\mathcal{C}(\lambda)\), and by the weighted labeled oriented graph:

- with vertices \(v \in \mathcal{C}(\lambda)\),
We then set
\[ \pi_0 = \pi \cdot v. \]

We cut the path as a consequence, we can now forget the underlying quantum groups \( U_q(\mathfrak{g}_C) \).

This decomposition is better understood in a picture, see Figure 20 for an example on the weight lattice of type \( A_2 \). Indeed, if one knows the combinatorial object (weighted labeled oriented graph). Indeed, if one knows the crystal of an irreducible representation \( V^\lambda \), then one recovers immediately the highest weight of the representation, and all the multiplicities of the weights: for any \( \omega \in \Omega(\lambda) \),

\[ \dimc (V^\lambda(\omega)) = \operatorname{card} \{ v \in \mathcal{C}(\lambda) \mid v \text{ has weight } \omega \}. \]

As a consequence, we can now forget the underlying quantum groups \( U_q(\mathfrak{g}_C) \).

There is a concrete description of the crystal \( \mathcal{C}(\lambda) \) due to Littelmann, see [50, 52], and [12, 13] for applications of this path model in probability. We call path on the weight space \( \mathbb{R} \Omega \) a piecewise linear map \( \pi : [0, 1] \rightarrow \mathbb{R} \Omega \) which starts at 0, and such that \( \pi(1) \) belongs to the weight lattice \( \mathbb{Z} \Omega \). We identify two paths if they differ by a continuous reparametrisation. The set of paths is a semigroup for the operation of concatenation:

\[ (\pi_1 \ast \pi_2)(t) = \begin{cases} \pi_1(2t) & \text{if } t \in [0, \frac{1}{2}], \\ \pi_1(1) + \pi_2(2t - 1) & \text{if } t \in [\frac{1}{2}, 1]. \end{cases} \]

Fix a simple root \( \alpha \). Given a path \( \pi \), we set \( g_\alpha(\pi, t) = \pi(t)(\alpha^\vee) = 2 \frac{\langle \pi(t)|\alpha \rangle}{\langle \alpha | \alpha \rangle} \); this is a piecewise linear function on \([0, 1]\). Suppose \( m_\alpha = \min_{t \in [0, 1]} g_\alpha(\pi, t) \leq -1. \)

We cut the path \( \pi \) in parts \( \pi_0, \pi_1, \ldots, \pi_\ell, \pi_{\ell+1} \) such that \( \pi = \pi_0 \ast \pi_1 \ast \cdots \ast \pi_\ell \ast \pi_{\ell+1} \) and:

0. \( \pi_0 \ast \pi_1 \ast \cdots \ast \pi_\ell \) ends at a point with a value of \( g_\alpha \) minimal, and it is the smallest part of the whole path \( \pi \) with this property; and then \( \pi_0 \) is the largest part of the path \( \pi_0 \ast \pi_1 \ast \cdots \ast \pi_\ell \) that ends with a value of \( g_\alpha \) equal to \( m_\alpha + 1 \).

1. either \( g_\alpha(\pi) \) is strictly decreasing on the interval \([t_{i-1}, t_i]\) corresponding to the part \( \pi_i \), and \( g_\alpha(\pi, s) \geq g_\alpha(\pi, t_{i-1}) \) for \( s \leq t_{i-1} \); in other words, \( g_\alpha(\pi) \) is minimal on the segment \([t_{i-1}, t_i]\).

2. or, \( g_\alpha(\pi, t_{i-1}) = g_\alpha(\pi, t_i) \) and \( g_\alpha(\pi, s) \geq g_\alpha(\pi, t_{i-1}) \) for \( s \in [t_{i-1}, t_i] \).

This decomposition is better understood in a picture, see Figure 20 for an example on the weight lattice of type \( A_2 \).

Denote \( s_\alpha \) the reflection with respect to the root \( \alpha \), that is the map \( x \mapsto x - 2 \frac{\langle x|\alpha \rangle}{\langle \alpha | \alpha \rangle} \alpha \).

For \( j \in [1, \ell] \), we define

\[ \pi_j' = \begin{cases} s_\alpha(\pi_j) & \text{if } \pi_j \text{ is of type (1)}, \\ \pi_j & \text{if } \pi_j \text{ is of type (2)}. \end{cases} \]

We then set

\[ e_\alpha(\pi) = \begin{cases} \emptyset & \text{if } m_\alpha > -1, \\ \pi_0 \ast \pi_1' \ast \cdots \ast \pi_\ell' \ast \pi_{\ell+1} & \text{if } m_\alpha \leq -1, \end{cases} \]

and \( f_\alpha(\pi) = c \circ e_\alpha \circ c(\pi) \), where \( c \) is the involution on paths defined by \( (c(\pi))(t) = \pi(1-t) - \pi(1). \) In this definition, \( \emptyset \) is a "ghost" path. An example of action of a root operator \( e_\alpha \) is in Figure 21.
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Figure 20: The decomposition of a path in the weight lattice of SU(3).

Figure 21: The action of $e_1 = e_{\alpha_1}$ on the path of Figure 20.

Notice that if $\pi$ is a path such that $e_\alpha(\pi) \neq \emptyset$, then $f_\alpha(e_\alpha(\pi)) = \pi$. Similarly, if $\pi$ is a path such that $f_\alpha(\pi) \neq \emptyset$, then $e_\alpha(f_\alpha(\pi)) = \pi$. On the other hand, if $\pi$ is a path and $e_\alpha(\pi) \neq 0$ (respectively, $f_\alpha(\pi) \neq 0$), then $(e_\alpha(\pi))(1) = \pi(1) + \alpha$ (respectively, $(f_\alpha(\pi))(1) = \pi(1) - \alpha$). Therefore, paths in the weight space and root operators are a natural model for crystals. The following theorem ensures that this model is indeed adequate:

**Theorem 7.1** (Littelmann). Let $\lambda$ be a dominant weight in $\hat{G}$, and $\pi_\lambda$ be the segment that connects 0 to $\lambda$, considered as a path. We introduce the weighted labeled oriented graph:

- with vertices the paths $\pi = f_{\alpha_1} f_{\alpha_2} \cdots f_{\alpha_r}(\pi_\lambda)$ that are not the ghost path $\emptyset$, and that are obtained from $\pi_\lambda$ by applying operators $f_{\alpha_i}$;
- with an oriented labeled edge $\pi \rightarrow f_i \pi'$ if $\pi' = f_i(\pi)$;
- with the weight map $\text{wt} : \pi \mapsto \pi(1)$.

The crystal $\mathcal{C}(\pi_\lambda)$ that one obtains is finite, and it is isomorphic to the crystal $\mathcal{C}(\lambda)$ of the irreducible representation $V^\lambda$. In particular:

$$\dim_{\mathbb{C}}(V^\lambda(\omega)) = \text{card}\{\text{paths in the crystal } \mathcal{C}(\pi_\lambda) \text{ with endpoint } \omega\},$$
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and the character $\text{ch}^\lambda$ is given by the formula $\text{ch}^\lambda = \sum_{\pi \in \mathcal{C}(\pi_\lambda)} e^{w_\pi(\pi)}$.

Actually, one can take instead of $\pi_\lambda$ any path from 0 to $\lambda$ that stays in the Weyl chamber; all these paths generate the same crystal $\mathcal{C}(\lambda)$.

Example 7.2. Consider the adjoint representation of $SU(3)$ on $\mathfrak{su}(3)$, which has dimension 8. The dominant weight is $\lambda = \rho = \omega_1 + \omega_2$, and the crystal $\mathcal{C}(\lambda)$ is drawn in Figure 22. In particular, each of the six roots of $SU(3)$ has multiplicity 1 in the adjoint representation, whereas the weight 0 has multiplicity $2 = \text{rank}(SU(3))$.

Let us now explain the use of the path model in order to compute tensor products. If $V^\lambda \otimes V^\mu = \sum_{\nu \in \hat{G}} c_{\lambda,\mu}^{\nu} V^\nu$, then the concatenation product of crystals $\mathcal{C}(\pi_\lambda) \ast \mathcal{C}(\pi_\mu)$ is a set of paths such that the action of the root operators on these paths generate a crystal whose connected components are isomorphic to the elements of the multiset $\{ (\mathcal{C}(\pi_\nu))_{m_\nu}, \nu \in \hat{G} \}$. Therefore, $c_{\lambda,\mu}^{\nu}$ is equal to the number of paths $\pi \in \mathcal{C}(\pi_\mu)$ such that $\pi_\lambda \ast \pi$ always stays in the Weyl chamber $C$, and $\pi_\lambda \ast \pi$ ends at the dominant weight $\nu$; see [52, Proposition 2 and Corollary 1]. In a moment, we shall reinterpret this rule in the string polytope of $V^\mu$, see Theorem 7.8.

Remark 7.3. This link between the tensor product of representations and the concatenation product of crystals proves that the set of dominant weights $\nu$ such that $c_{\lambda,\mu}^{\nu} > 0$ is included in $R + \lambda + \mu$, where $R$ is the root lattice. Indeed, the crystal $\mathcal{C}(\pi_\mu)$ consists of paths with weights in $\mu + R$, and if $c_{\lambda,\mu}^{\nu} > 0$, then there is a path in this crystal that connects 0 to $\nu - \lambda$.

7.2 The cone and the polytopes of string parametrisations

In this paragraph, we fix a dominant weight $\lambda$, and a decomposition of the longest element $w_0$ of the Weyl group as a product of reflections $s_{\alpha_i}$ along the walls of the Weyl chamber $C$:

$$w_0 = s_{\alpha_{i_1}} s_{\alpha_{i_2}} \cdots s_{\alpha_{i_l}}.$$ 

Notice that $l = |\Phi_+|$ is equal to the number of positive roots of $G$. If $v$ is an element of the crystal $\mathcal{C}(\lambda)$, we call string parametrisation of $v$ the vector of integers $(n_1, n_2, \ldots, n_l) \in \mathbb{N}^r$ such that:

- $n_1$ is the maximal integer such that $e_{\alpha_{i_1}}^{n_1}(v) \neq 0$;
- more generally, if $n_1, \ldots, n_{s-1}$ are known, then $n_s$ is the maximal integer such that $e_{\alpha_{i_1}}^{n_1} \cdots e_{\alpha_{i_s}}^{n_s} e_{\alpha_{i_{s+1}}}^{n_{s+1}}(v) \neq 0$. 

Figure 22: The crystal of the adjoint representation of $SU(3)$, viewed as a set of paths.
Example 7.4. For $SU(3)$, we fix the decomposition $s_1 s_2 s_1$ of the longest element $w_0$ of the Weyl group $W = \mathfrak{S}(3)$. Then, the string parametrisation of the crystal graph of the adjoint representation appears in Figure 23.
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Figure 23: String parametrisation of the elements of the crystal of the adjoint representation of $SU(3)$.

The string parametrisation is a natural way to label the vertices of the crystal graph: given a vertex $v$, one looks for the maximal size $n_1$ of a path in the direction $\alpha_i$ starting from $v$; then, for the maximal size $n_2$ of a path in the direction $\alpha_i$ starting from $e^{n_1}\alpha_i(v)$; and so on. Given a vertex $v \in C(\lambda)$ with string parametrisation $(n_1, \ldots, n_l)$, one has $v = f_1^{n_1} f_2^{n_2} \cdots f_l^{n_l}(v_\lambda)$, where $v_\lambda$ is the unique element of the crystal with weight $\lambda$. As a consequence, in this setting,

$$wt(v) = \lambda - \sum_{j=1}^{l} n_j \alpha_i.$$ 

We denote $\mathcal{C}(\lambda)$ the set of all string parametrisations of elements of the crystal $C(\lambda)$, and $\mathcal{C}(G) = \bigcup_{\lambda \in \hat{G}} \mathcal{C}(\lambda)$. We also denote $\mathcal{R}(G)$ the string cone of $G$, which is the real cone (set of non-negative linear combinations) spanned by the elements of $\mathcal{C}(G)$. Finally, for $\lambda \in \hat{G}$, let $\mathcal{P}(\lambda)$ be the string polytope of $\lambda$, which is the set of elements $(u_1, \ldots, u_l)$ in the string cone and such that:

$$u_l \leq \lambda(\alpha_i^\vee);$$
$$u_{l-1} \leq (\lambda - u_l \alpha_i)(\alpha_i^\vee);$$
$$u_{l-2} \leq (\lambda - u_l \alpha_i - u_{l-1} \alpha_{i-1})(\alpha_i^\vee);$$
$$\vdots$$
$$u_1 \leq (\lambda - u_l \alpha_i - \cdots - u_2 \alpha_i)(\alpha_i^\vee).$$

Proposition 7.5 (Littelmann). The string cone $\mathcal{R}(G)$ is a rational convex cone delimited by a finite number of hyperplanes in $\mathbb{R}^l$. The string parametrisations in $\mathcal{C}(G)$ are the integer points of the string cone $\mathcal{R}(G)$, and the string parametrisations in $\mathcal{C}(\lambda)$ are the integer points of the string polytope $\mathcal{P}(\lambda)$.

An explicit description of the string cone is given in [51, 11]; see also the remark after Theorem 7.8. On the other hand, the string polytope $\mathcal{P}(\lambda)$ has maximal dimension $l$ as long as $\lambda$ does not belong to the walls of the Weyl chamber.
Example 7.6. For $G = SU(3)$, one can show that the string cone is the set of triples $(x, y, z) \in (\mathbb{R}_+)^3$ such that $y \geq z$; see [51, Corollary 2]. The string polytope of the adjoint representation with highest weight $\lambda = \omega_1 + \omega_2$ is then the subset of the string cone:

$$\mathcal{P}(\omega_1 + \omega_2) = \{(x, y, z) \in (\mathbb{R}_+)^3 \mid z \leq 1, z \leq 1 + z, x \leq 1 - 2z + y\}.$$  

This polytope is drawn in Figure 24, and one can check that it contains eight integer points.

![Figure 24: String polytope of the adjoint representation of SU(3).](image)

We extend the weight $\text{wt}(\cdot) : C(\lambda) \to \mathbb{R}^\Omega$ to a map $\Psi_\lambda$ on the whole space of string parametrisations $\mathbb{R}^I$, by using the same definition for real points as for integer points:

$$\Psi_\lambda(u_1, \ldots, u_r) = \lambda - \sum_{j=1}^I u_j \alpha_{ij}.$$  

Later we shall also consider maps $\Psi_x$ with $x$ arbitrary in $C$; the definition is the same as above, with $x = \lambda$. For any dominant weight $\lambda$, the map $\Psi_\lambda$ is affine, and $(\Psi_\lambda)_{|C(\lambda)} = \text{wt}$. 

The image of the string polytope $\mathcal{P}(\lambda)$ by $\Psi_\lambda$ is a polytope in $\mathbb{R}^\Omega$, and one can show that it is the convex hull of the points in $W(\lambda)$; see for instance [6, Definition 1.3]. Moreover, the image by $\Psi_\lambda$ of the Lebesgue measure on $\mathcal{P}(\lambda)$ is compactly supported by $\text{Conv}(\{w(\lambda) \mid w \in W\})$, and piecewise polynomial (this is a general property of affine images of Lebesgue measures on polytopes); see [13, §5.3]. We can then state a result of asymptotic polynomiality of the Kostka numbers $K_{\lambda, \omega}$ (instead of the Littlewood–Richarson coefficients):

**Proposition 7.7.** Fix a direction $x$ in the Weyl chamber $C \subset \mathbb{R}^\Omega$, and a continuous bounded function $f$ on $\mathbb{R}^\Omega$. We assume that $x$ does not belong to the walls of the Weyl chamber. Then, there exists a probability measure $m_x(y) dy$ on $\mathbb{R}^\Omega$ that is supported by $\text{Conv}(\{w(x) \mid w \in W\})$, that has a piecewise polynomial density $m_x$, and such that

$$\lim_{t \to \infty} \frac{\prod_{\alpha \in \Phi^+} \langle \rho \mid \alpha \rangle}{\prod_{\alpha \in \Phi^+} \langle x \mid \alpha \rangle} \sum_{\omega \in Z^\Omega} K_{tx, \omega} f\left(\frac{\omega}{t}\right) \int_{\text{Conv}(W(x))} f(y) m_x(y) dy = \text{EJP 24 (2019), paper 43.}$$

http://www.imstat.org/ejp/
The local degree of $y \mapsto m_x(y)$ is bounded by $l - d = |\Phi_+| - \dim(G)$, and one has the scaling property $m_{\gamma x}(\gamma y) = \frac{m_x(y)}{\gamma}$. Therefore, $\lim_{t \to \infty} \nu_{x,t}(u) = \nu_x(u)$ converges in law to the uniform probability measure $\nu_x$ on the polytope $\mathcal{P}(x)$, which is defined as the set of points of the string cone $\mathcal{C}(G)$ which satisfy the inequalities

$$u_1 \leq \ell \alpha_1;$$

$$u_{l-1} \leq (x - \ell u_i)(\alpha_{l-1});$$

$$\vdots$$

$$u_1 \leq (x - \ell u_i - \cdots - u_2 \alpha_i)(\alpha_1).$$

Therefore, $\lim_{t \to \infty} L(f, x, t) = \int_{\mathcal{C}(\Omega)} f(\Psi_x(u)) \nu_x(u) \, du$. Finally, the image measure $m_{x} = (\Psi_x)_*(\nu_x)$ is given by a compactly supported piecewise polynomial function, of local degree smaller than $l - d$; and the obvious identities $\Psi_{\gamma x}(\gamma u) = \gamma \Psi_x(u)$ and $\gamma^l \nu_{\gamma x}(\gamma u) \, du = \nu_x(u) \, du$ imply the scaling property.

7.3 From the string polytope to the Littlewood-Richardson coefficients

The theory which enables one to understand the asymptotics of Kostka numbers can be adapted to the same problem with the Littlewood-Richardson coefficients. From the discussion at the end of Section 7.1, and the description of $e^{\epsilon}_{\mu}^{\lambda}$ as a number of paths in $\mathcal{C}(\pi_{\mu})$ satisfying certain conditions, one can expect that there is a notion of string polytope of $V^\mu$ relatively to another dominant weight $\lambda$ which allows to calculate these coefficients. These relative string polytopes have been constructed by Berenstein and Zelevinsky, see [10, 11]. A trail from a weight $\phi$ to another weight $\pi$ of an irreducible representation $V^\mu$ of $G$ is a sequence of weights $\phi = \phi_0, \phi_1, \ldots, \phi_\ell = \pi$ of $V^\mu$ such that:

1. $\phi_{j-1} - \phi_j = k_j \alpha_j$ for any $j \in [1, \ell]$, with the $k_j$'s non-negative integers;

2. there exist in the crystal $\mathcal{C}(\mu)$ vertices $v_\phi$ and $v_\pi$ with respective weights $\phi$ and $\pi$, and a sequence of edges

$$v_\phi \rightarrow k_1 f_{\alpha_1} v_{\phi_1} \rightarrow k_2 f_{\alpha_2} \cdots \rightarrow k_{\ell-1} f_{\alpha_{\ell-1}} v_{\phi_{\ell-1}} \rightarrow k_\ell f_{\alpha_\ell} v_\pi.$$

where \( \to_{k_i f_{\alpha_{i,j}}} \) stands for \( k_i \) edges of label \( f_{\alpha_{i,j}} \).

In other words, the trails are the images by the weight map of directed paths on the crystal graph. For instance, in the crystal of the adjoint representation of \( SU(3) \), there is a trail from \( \omega_1 + \omega_2 \) to \( \omega_1 - 2\omega_2 \), since one can find the sequence of edges

\[
(0, 0, 0) \to_{f_{\alpha_1}} (1, 0, 0) \to_{f_{\alpha_2}} (0, 1, 1) \to_{f_{\alpha_3}} (0, 2, 1)
\]

in the crystal graph. We refer to [11, Theorem 2.3] for a proof of the following result, in which we shall consider irreducible representations of the dual Langlands Lie algebra \( Lg_C \), which is the Lie algebra obtained from \( g_C \) by exchanging roots and coroots, respectively weights and coweights.

**Theorem 7.8 (Berenstein–Zelevinsky).** Let \( \mathcal{P}(\lambda, \mu) \) be the subset of the set of string parametrisations \( \mathcal{S}(\mu) \) that consists of strings \( (n_1, n_2, \ldots, n_d) \) such that, for any \( i \in [1, d] \) and any trail \( (\phi^\gamma_i, \phi^\gamma_{i-1}, \ldots, \phi^\gamma_0) \) from \( s_i(\omega_i^\gamma) \) to \( w_0 s_i(\omega_i^\gamma) \) in the fundamental representation \( V^{\omega_i^\gamma} \) of \( Lg_C \),

\[
\sum_{j=1}^l n_j \alpha_{ij} \left( \frac{\phi^\gamma_{i-j} + \phi^\gamma_{i-1}}{2} \right) \geq -\lambda(\alpha^\gamma_i) = -l_i.
\]

Then, \( e^\lambda_{\gamma,\mu} \) is the number of elements with weight \( \nu - \lambda \) in \( \mathcal{P}(\lambda, \mu) \). Therefore, it is the number of integer points in a slice of the Berenstein–Zelevinsky relative string polytope \( \mathcal{P}(\lambda, \mu) \), which is the intersection of \( \mathcal{P}(\mu) \) with the half-spaces determined by the inequalities above.

**Remark 7.9.** In [11, Theorem 3.10], a similar trail characterisation of the string cone \( \mathcal{K}(G) \) is provided: it consists in all the sequences \( (x_1, x_2, \ldots, x_l) \in (\mathbb{R}_+)^l \) such that, for any \( i \in [1, d] \) and any trail \( (\phi^\gamma_i, \phi^\gamma_{i-1}, \ldots, \phi^\gamma_0) \) from \( \omega_i^\gamma \) to \( w_0 s_i(\omega_i^\gamma) \) in the fundamental representation \( V^{\omega_i^\gamma} \) of \( Lg_C \),

\[
\sum_{j=1}^l x_j \alpha_{ij} \left( \frac{\phi^\gamma_{i-j} + \phi^\gamma_{i-1}}{2} \right) \geq 0.
\]

**Example 7.10.** In the Weyl chamber of \( SU(3) \), fix the two directions \( x = \omega_1 + \omega_2 \) and \( y = 2\omega_1 + \omega_2 \). We have drawn in Figure 25 the Littlewood–Richardson coefficients for \( V^\lambda \otimes V^\mu \), with \( \lambda = 10x \) and \( \mu = 10y \). Consider for instance the weight \( \nu = 10(2\omega_1 + \omega_2) \); the multiplicity of \( V^\nu \) in \( V^\lambda \otimes V^\mu \) is equal to 11. On the other hand, the string polytope \( \mathcal{P}(\mu) \) is the set of triplets \( (x, y, z) \in (\mathbb{R}_+)^3 \) with

\[
z \leq 20, \quad z \leq y \leq 10 + z, \quad x \leq 20 - 2z + y.
\]

For the relative string polytope \( \mathcal{P}(\lambda, \mu) \), we need to add the inequalities:

\[
x \leq 10, \quad y \leq 10 + x, \quad z \leq 10.
\]

Consequently, to compute the multiplicity \( e^\lambda_{\nu,\mu} \), we need to find all the integer triplets satisfying the previous inequalities, and with

\[
(x + z)\alpha_1 + y\alpha_2 = \lambda + \mu - \nu = \lambda = 10(\alpha_1 + \alpha_2).
\]

It is easily seen that the 11 solutions are the triplets \( (k, 10, 10 - k) \) with \( k \in [0, 10] \).

On Figure 25, one sees that the Littlewood–Richardson coefficients for a tensor product of two large irreducible representations are almost given by a piecewise polynomial function (and even piecewise affine for this example). This is the analogue of Proposition 7.7 for Littlewood–Richardson coefficients.
As Theorem 7.11. Fix two directions $x$ and $y$ in the Weyl chamber $C$. We assume that $x$ and $y$ do not belong to the walls of $C$. There exists a finite positive measure $p_{x,y}(z) \, dz$ on $C$:

- compactly supported by a polytope $\mathcal{P}(x, y)$ whose boundary is determined by affine functions of $x, y, z$;
- with a mass smaller than 1, and a density given by a piecewise polynomial function in $z$ of local degree bounded by $l - d = |\Phi_+| - \text{rank}(G)$;
- such that, for any function $f$ that is continuous and bounded on $C$,

$$
\lim_{t \to \infty} \left( \int_{x, y} \left( \prod_{\alpha \in \Phi_+} \frac{\langle \rho \mid \alpha \rangle}{t} \right) \sum_{\nu \in G} c_{\nu}^{x, ty} f\left( \frac{\nu}{t} \right) \right) = \int_{\mathcal{P}(x, y)} f(z) p_{x,y}(z) \, dz.
$$

Moreover, one has the scaling property $p_{\gamma x, \gamma y}(\gamma z) = \frac{p_{x,y}(z)}{\gamma^2}$.

Proof. We set $\lambda = tx$ and $\mu = ty$, and we introduce the discrete measure

$$
\rho_{\lambda, \mu} = \frac{1}{\dim_c(V^\mu)} \sum_{(n_1, \ldots, n_l) \text{ integer points in } \mathcal{P}(\lambda, \mu)} \delta_{(n_1, \ldots, n_l)};
$$

it has mass smaller than 1. We have

$$
\sum_{\nu \in G} c_{\nu}^{\lambda, \mu} f\left( \frac{\nu}{t} \right) = (\dim_c(V^\mu)) \int_{\mathbb{R}^l} f\left( \frac{\psi_{\lambda+\mu}(u)}{t} \right) \rho_{\lambda, \mu}(du)
$$

$$
\approx t^l \prod_{\alpha \in \Phi_+} \frac{\langle y \mid \alpha \rangle}{\langle \rho \mid \alpha \rangle} \int_{\mathbb{R}^l} f\left( \psi_{x+y}(\frac{u}{t}) \right) \rho_{tx, ty}(du).
$$

As $t$ goes to infinity, the discrete measure $\rho_{tx, ty}(tu)$ converges in law to the measure

$$
\varrho_{x,y}(du) = \frac{1_{u \in \mathcal{P}(x, y)} \, du}{\text{vol}(\mathcal{P}(y))}.
$$

Figure 25: The multiplicities $c_{\nu}^{\lambda, \mu}$ with $\lambda = 10(\omega_1 + \omega_2)$ and $\mu = 10(2\omega_1 + \omega_2)$. 
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The symmetry in

The piecewise polynomial measure $p$ 7.11. We set $EJP

\int \frac{\rho}{l} \prod_{\alpha \in \Phi} \frac{\rho \alpha}{\alpha} \sum_{\nu \in \mathbb{G}} \int_{\frac{1}{l}}^{\frac{1}{l}} f \left( \frac{\nu}{\nu} \right) = \int_{\mathbb{R}^{l}} f \left( \psi_{x+y}(u) \right) \rho_{x,y}(du).

The piecewise polynomial measure $p_{x,y}$ of the statement of the theorem is the image measure $(\psi_{x+y})_{*} \rho_{x,y}$, and it is indeed piecewise polynomial since $\rho_{x,y}$ is proportional to the Lebesgue measure on a polytope, and $\psi_{x+y}$ is a affine map. The scaling property is proven in the same way as in Proposition 7.7.

Remark 7.12. The hypothesis that $x$ and $y$ do not belong to the walls of $C$ are used in order to ensure that the relative polytope $\mathcal{P}(x, y)$ has maximal dimension $l$, and that the dimension $\dim_{C}(V^{\nu})$ is of order $O(l^l)$. Otherwise, one might need to consider a different renormalisation of the Littlewood–Richardson coefficients, but the asymptotic polynomiality stays true.

In the sequel, it will be convenient to have a more symmetric version of Theorem 7.11. We set $q_{x,y}(z) = \delta(y) p_{x,y}(z)$, where as before $\delta(y) = \prod_{\alpha \in \Phi} \frac{\rho \alpha}{\alpha}$. The function $q_{x,y}(z)$ is:

- a compactly supported piecewise polynomial function in $z$, of total integral smaller than $\min(\delta(x), \delta(y))$,
- symmetric in $x$ and $y$,
- such that for any bounded continuous function $f$ on $C$,

$$\lim_{t \to \infty} \int_{\mathbb{R}^{l}} \left( \frac{1}{l} \sum_{\nu \in \mathbb{G}} c_{\nu} f \left( \frac{\nu}{\nu} \right) \right) = \int_{C} f(z) q_{x,y}(z) \, dz.$$ 

The symmetry in $x$ and $y$ comes from the symmetry of the Littlewood–Richardson coefficients $c_{\nu}^{\mu \nu}$ in $\lambda$ and $\mu$. On the other hand, since $y \mapsto \delta(y)$ is an homogeneous polynomial in the coordinates of $y$ with degree $l$, the function $q$ satisfies the scaling property $q_{x,\gamma y}(\gamma z) = \gamma^{l-d} q_{x,y}(z)$. Actually, a bit more is true:

Proposition 7.13. Let $C'$ denote the interior of the Weyl chamber. The function of three variables $(x, y, z) \in (C')^{3} \mapsto q_{x,y}(z) \in \mathbb{R}^{++}$ is:

- piecewise polynomial and locally homogeneous of total degree $l - d$ in $(x, y, z)$,
- with domains of polynomiality that are polyhedral cones in $(C')^{3}$ (subsets that are stable by $(x, y, z) \mapsto (\gamma x, \gamma y, \gamma z)$ and that are bounded by a finite number of affine hyperplanes).

Proof. From Theorem 7.8, we know that the equations that determine $\mathcal{P}(x, y)$ are affine maps of $x$ and $y$. Therefore, the (local) coefficients of the polynomial function $z \mapsto q_{x,y}(z)$ are polynomials in $x, y$. In other words, for any sufficiently small open subset $U \subset (C')^{3}$, the restriction of the map $(x, y, z) \mapsto q_{x,y}(z)$ to $U$ is given by a polynomial in (the coordinates of) $x, y, z$. The scaling property of this map forces then the polynomials to be homogeneous of degree $l - d$. Finally, the form of the domains of polynomiality...
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comes from the following fact. If one projects by an affine map $\pi$ a compact polytope $P$ in dimension $l$ to a space of dimension $d \leq l$, then the non-empty intersections of images of the faces of the polytope $P$ partition the image $\pi(P)$ into a finite number of polytopes. On each of these non-empty intersections, the image of the uniform measure on $P$ is polynomial, hence the second part of the proposition.

Proposition 5.7 is the immediate generalisation of Proposition 7.13, and it is proved by applying it recursively and by using the convolution rule for multiple Littlewood–Richardson coefficients, which turns into a convolution rule for the functions $q_{x_1, \ldots, x_r}(z)$.

Example 7.14. Consider the trivial example where $G = SU(2)$. In this case, a tensor product $V^k \otimes V^l$ is given by the Clebsch–Gordan rules:

$$V^k \otimes V^l = V^{(k+l)} \oplus V^{(k+l-2)} \oplus V^{(k+l-4)} \oplus \cdots \oplus V^{i|k-l|} = \bigoplus_{m \equiv k+l \mod 2 \atop |k-l| \leq m \leq k+l} V^m.$$

The limit when $k = tx$, $l = ty$ and $t \to +\infty$ of this rule is obviously given by the locally constant function

$$q_{x, y}(z) \, dz = \frac{1}{2} 1_{|x-y| \leq z \leq x+y} \, dz.$$

This agrees with the previous discussion, since $l = d = 1$ and thus $l - d = 0$. The domain where $q_{x, y}(z) \neq 0$ is drawn in Figure 26 hereafter, and it is indeed a polyhedral cone.

![Figure 26: The domains of polynomiality of the functions $(x, y, z) \mapsto q_{x, y}(z)$ are polyhedral cones in $(C')^3$.](image)

Example 7.15. Let us detail the case $G = SU(3)$. If $y = y_1 \omega_1 + y_2 \omega_2$, then the polytope $\mathcal{P}(y)$ is the set of real triplets $(u_1, u_2, u_3)$ with

$$0 \leq u_1 \leq y_1 - 2u_3 + u_2 \quad ; \quad 0 \leq u_3 \leq y_1 \quad ; \quad u_3 \leq u_2 \leq u_3 + y_2.$$

If $x = x_1 \omega_1 + x_2 \omega_2$, then the relative polytope $\mathcal{P}(x, y)$ is the subset of $\mathcal{P}(y)$ that consists in triplets such that

$$u_1 \leq x_1 \quad ; \quad u_2 \leq u_1 + x_2 \quad ; \quad u_3 \leq x_2.$$

The measure $q_{x, y}(z) \, dz$ is the image of the non-normalised Lebesgue measure $\int_{u \in \mathcal{P}(x, y)} \, du$ by the affine map $u \mapsto \psi_{x+y}(u) = x + y - (u_1 + u_3) \alpha_1 - u_2 \alpha_2$. Set $v = u_1 + u_3$, $w = u_2$. We
have:
\[ \int_C f(z) q_{x,y}(z) \, dz = \int_{(\mathbb{R}_+)^3} 1_{u \in \mathcal{P}(x,y)} f(\psi_{x+y}(u)) \, du_1 \, du_2 \, du_3 \]
\[ = \int_{(\mathbb{R}_+)^3} 1_{m \leq u_1 \leq M} f(x + y - v\alpha_1 - w\alpha_2) \, du_1 \, dv \, dw \]
where
\[ m = \max(0, v - y_1, v - w, v - x_2, w - x_2, 2v - w - y_1); \]
\[ M = \min(x_1, v, v - w + y_2). \]
Integrating the variable \( u_1 \) and making the change of variables \( z = z_1\omega_1 + z_2\omega_2 = \psi_{x+y}(u) \) yields:
\[ \int_C f(z) q_{x,y}(z) \, dz = \frac{1}{3} \int_{(\mathbb{R}_+)^2} f(z) (M(x,y,z) - m(x,y,z))_+ \, dz_1 \, dz_2 \]
with
\[ m(x,y,z) = \max \left( 0, x_1 - z_1, \frac{2(x_1 - z_1) + x_2 + y_2 - z_2 - y_1}{3}, \frac{x_1 + y_1 + z_2 - x_2 - y_2 - z_1}{3} \right); \]
\[ M(x,y,z) = \min \left( x_1, \frac{2(x_1 + y_1 - z_1) + x_2 + y_2 - z_2}{3}, \frac{2y_2 + x_1 + y_1 + z_2 - x_2 - z_1}{3} \right). \]
On each subset of \((C')^3\) where \( m(x,y,z) \) and \( M(x,y,z) \) are affine maps, the non-negative part \((M(x,y,z) - m(x,y,z))_+\) is either 0, or an homogeneous polynomial function in \( x, y, z \) of degree \( l - d = 3 - 2 = 1 \). This agrees with the general statement of Proposition 7.13.
One thing that is absolutely not obvious with this expression of \( q_{x,y}(\omega) \) is the symmetry in \( x \) and \( y \). As far as we know, there is no way to write a symmetric relative string polytope \( \mathcal{P}(\lambda, \mu) \), and one gets back the symmetry only after projection of this polytope to the space of weights.
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