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Abstract. We compute the expansion of the surface tension of the 3D random cluster model for \( q \geq 1 \) in the limit where \( p \) goes to 1. We also compute the asymptotic shape of a plane partition of \( n \) as \( n \) goes to \( \infty \). This same shape determines the Wulff crystal to order \( o(\varepsilon) \) in the 3D Ising model (and more generally in the 3D random cluster model for \( q \geq 1 \)) at temperature \( \varepsilon \).

1. Introduction

The three-dimensional Ising model on the cubic lattice is one of the most challenging models of modern statistical physics. Many qualitative properties of the model are understood but despite a great deal of attention by physicists, very few exact, quantitative results have been obtained.

In this paper we study the low-temperature expansion of both the surface tension and the Wulff shape in the three-dimensional Ising model, and more generally the three-dimensional random cluster (FK percolation) model. At temperature \( \varepsilon \), we obtain an expansion of the surface tension and Wulff shape to order \( \varepsilon \).

A closely related probabilistic model which we study is the random plane partition. This is a three-dimensional analogue of a random integer partition; we prove the existence of, and compute a formula for, the asymptotic limit shape for a “3D Young diagram” of a plane partition of \( n \) as \( n \to \infty \). This is accompanied by a large deviation principle. This limit
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shape turns out to be the same as the asymptotic Wulff shape for the three-dimensional Ising model (taken near a corner and appropriately scaled).

Here are more precise statements of our results.

1.1. **The surface tension.** We consider the FK percolation (random cluster) model in the three-dimensional cubic lattice $\mathbb{L}^3$ with parameters $p, q$. In a finite box $B_M = [-M, M]^3 \cap \mathbb{L}^3$ this is the probability measure $\Phi^{p,q}_M$ on subsets of edges of $B_M$, such that for $C$ a set of edges, $\Phi^{p,q}_M(C)$ is proportional to $(p/(1-p))^{|C|} q^{n_C}$ where $n_C$ is the number of connected components of $C$. We are interested in the case where $q \geq 1$ and $p$ is close to 1.

From [18], we know that there exists a value $p_0(q) < 1$ depending on $q$ such that, for any $p$ in $(p_0(q), 1]$, there exists a unique infinite volume FK measure $\Phi^{p,q}_\infty$ on $\mathbb{L}^3$ corresponding to the parameters $p, q$.

We fix $q \geq 1$. Let $p$ belong to $(p_0(q), 1]$ and let $\nu$ be a vector in the unit sphere $S^2$. Let $A$ be a unit square orthogonal to $\nu$, let $\text{cyl} A$ be the cylinder $A + \mathbb{R} \nu$. We define the surface tension $\tau(\nu, p)$ depending on the direction $\nu$ and the parameter $p$ as

$$\tau(\nu, p) = \lim_{n \to \infty} -\frac{1}{n^2} \ln \Phi^{p,q}_\infty \left( \text{inside ncyl} A \text{ there exists a finite set of closed edges } E \text{ which cuts ncyl} A \text{ in at least two unbounded components and the edges of } E \text{ at distance less than 6 from } \partial \text{ncyl} A \text{ at distance less than 6 from } nA \right)$$

The existence of the limit follows from the FKG property of the measure $\Phi^{p,q}_\infty$ and a classical subadditivity argument (see [6] for a detailed proof). We know that for a fixed value of $p$ sufficiently close to 1, the map $\tau(\cdot, p) : \nu \in S^2 \mapsto \tau(\nu, p)$ is strictly positive, continuous, invariant under the isometries which leave $\mathbb{Z}^3$ invariant. Furthermore it satisfies the weak simplex inequality, that is, the homogeneous extension of $\tau(\cdot, p)$ to $\mathbb{R}^3$ is convex.

**Theorem 1.1.** We have the following expansion of $\tau(\nu, p)$ as $p$ goes to 1: for any $q \geq 1$, uniformly over $\nu$ in $S^2$, as $p$ goes to 1,

$$\tau(\nu, p) = |\nu|_1 \ln(\frac{1}{1-p}) - |\nu|_1 \text{ent}(\nu) + o(1)$$

where for any $\nu = (a, b, c)$ in the unit sphere $S^2$ we set

$$|\nu|_1 = |a| + |b| + |c|, \quad \text{ent}(\nu) = \frac{1}{\pi} L \left( \frac{|a|}{|\nu|_1} \right) + \frac{1}{\pi} L \left( \frac{|b|}{|\nu|_1} \right) + \frac{1}{\pi} L \left( \frac{|c|}{|\nu|_1} \right)$$

and $L$ is the Lobachevsky function given by

$$\forall x \in [0, \pi] \quad L(x) = -\int_0^x \ln(2 \sin t) \, dt$$

Note that the first two terms of this expansion are independent of $q$. When $q = 1$, we have the surface tension of the Bernoulli percolation model [6]; when $q = 2$, it is the surface tension of the Ising model [4,7], and when $q$ is an integer larger than 2, it is the surface tension of the $q$-state Potts model [8].
1.2. The Wulff crystal. We denote by $W_\tau$ the Wulff set associated to the surface tension $\tau = \tau(\nu, p)$, called also the crystal of $\tau$,

(1) \[ W_\tau = \{ x \in \mathbb{R}^3 : x \cdot w \leq \tau(w) \text{ for all } w \text{ in } S^2 \} . \]

Since $\tau$ is continuous and bounded away from 0, its crystal $W_\tau$ is convex, closed, bounded and contains the origin 0 in its interior [15, Proposition 3.5].

The surface energy $I(A)$ of a set $A$ having a smooth boundary $\partial A$ is defined to be the surface integral of $\tau$ on the boundary of $A$, that is

\[ I(A) = \int_{\partial A} \tau(\nu_A(x)) d\mathcal{H}^2(x) \]

where $\nu_A(x)$ is the exterior normal vector to $\partial A$ at $x$ and $\mathcal{H}^2$ is the two dimensional Hausdorff measure in $\mathbb{R}^3$. The Wulff Theorem asserts that, up to dilations and translations, the Wulff crystal $W_\tau$ is the unique solution to the isoperimetric problem associated to the surface energy $I$, that is, it is the unique set enclosing a fixed volume and minimizing the surface energy $I$. In the case where $\tau$ is constant, we have the classical isoperimetric problem and the Wulff crystal is an Euclidean ball. In the case of anisotropic functions $\tau$, the first attempts to solve this problem are due to Wulff, at the turn of the century [37]. Later Dinghas [12] proved that, among convex polyhedra, the Wulff crystal $W_\tau$ is the solution to the problem. Taylor obtained general existence and uniqueness results in the framework of the Geometric Measure Theory [33,34,35]. Recently, Fonseca and Müller reworked and slightly enhanced these results using the theory of the Caccioppoli sets [15,16].

We recall that the Hausdorff distance between two compact sets $A_1, A_2$ is defined by

\[ d_H(A_1, A_2) = \max \left\{ \sup_{a_1 \in A_1} \inf_{a_2 \in A_2} |a_1 - a_2|, \sup_{a_2 \in A_2} \inf_{a_1 \in A_1} |a_2 - a_1| \right\} . \]

A direct consequence of Theorem 1.1 is that we can compute an approximation of the Wulff crystal $W_\tau$ as $p$ goes to 1. Here is a Corollary to Theorem 1.1:

**Corollary 1.2.** Let $W_\sigma$ be the Wulff crystal associated to the function $\sigma$ defined by

\[ \forall \nu \in S^2 \quad \sigma(\nu, p) = -|\nu|_1 \ln(1 - p) - |\nu|_1 \text{ent}(\nu) . \]

Then, for any $q \geq 1$,

\[ \lim_{p \to 1} d_H(W_\sigma, W_\tau) = 0 . \]

**Remark.** For $p$ close to 1, the diameter of these Wulff crystals is of order $-\ln(1-p)$, which tends to infinity as $p \to 1$. If we rescale the Wulff crystal to have volume 1, then the corollary gives an approximation to order $o(1/\log(1-p))$. 
Proof. The functions $\tau$ and $\sigma$ are the support functions of the crystals $W_\tau$ and $W_\sigma$. By an identity due to Rådström [27] and Hörmander [21], we have

$$d_H(W_\sigma, W_\tau) = \sup_{\nu \in S^2} |\sigma(\nu, p) - \tau(\nu, p)|.$$ 

The result follows then directly from the uniformity of the asymptotic expansion of Theorem 1.1. □

The following theorem determines $W_\tau$ to order $o(1)$ in the Hausdorff metric.

**Theorem 1.3.** Let $\varepsilon = -1/\ln(1 - p)$ and let $T_\varepsilon$ be the map $T_\varepsilon(x) = \frac{1}{\varepsilon}(1, 1, 1) - x$. The boundary of the corner of $T_\varepsilon(W_\tau)$ converges (in the Hausdorff topology on compact subsets of $(\mathbb{R}^+)^3$) to the surface

$$S_0 = \{(f(A, B, C) - \ln A, f(A, B, C) - \ln B, f(A, B, C) - \ln C) \mid A, B, C > 0\}$$

where for $A, B, C$ positive,

$$f(A, B, C) = \frac{1}{4\pi^2} \int_{[0, 2\pi]} \int_{[0, 2\pi]} \ln |A + Be^{iu} + Ce^{iv}| \, du \, dv.$$

The definition of the topology for which this convergence is proved is given in section 3.2. Note that this theorem and the previous Corollary do not give any control on the size of the facets of the true crystal. They only determine the shape of the crystal to order $o(1)$.

A plot of $S_0$ is shown in Figure 1.

### 1.3. Plane partitions.

A plane partition of a positive integer $n$ is a collection of positive integers $\{p_{i,j}\}_{1 \leq i,j<\infty}$ indexed by pairs $(i, j)$ of positive integers with the properties

$$\sum_{i,j} p_{i,j} = n \quad \text{and} \quad \forall i, j \in \mathbb{N} \quad p_{i,j} \geq p_{i+1,j} \quad p_{i,j} \geq p_{i,j+1}.$$

To a plane partition $\{p_{i,j}\}$ we associate a **3D Young diagram** by putting a column of unit cubes of height $p_{i,j}$ over the unit square centered at $(-1/2, -1/2, 0) + (i, j, 0)$ in the horizontal plane. For convenience, we consider also that the axis planes belong to the 3D Young diagram. The 3D Young diagram provides a way to view a plane partition as a stack of cubes, see Figure 3 for an example. The exposed surface of the stack of cubes and the axis planes will be called the **surface** of the 3D Young diagram.

Let now $Y_n^\geq$ (respectively $Y_n^\leq$) be a 3D Young diagram chosen randomly with the uniform distribution over the set of all 3D Young diagrams associated to $n$ (respectively to integers less than or equal to $n$).
The asymptotic form of $Y_n^-$ for large $n$ is obtained as the solution of a variational problem for minimizing a certain surface energy while enclosing a fixed volume. The surface energy is exactly that given by the function $-|\nu|\text{ent}(\nu)$. We prove:

**Theorem 1.4.** The surface $(\zeta(3)/4)^{-1/3}S_0$ is the asymptotic shape of (the surface of) a random rescaled 3D Young diagram $n^{-1/3}Y_n^-$ or $n^{-1/3}Y_n^\leq$.

See the precise statement in Theorem 3.4. Moreover we prove a large deviation principle for $Y_n^-$ and $Y_n^\leq$.

### 1.4. Organization.

The remainder of the paper is organized as follows. In section 2 we prove Theorem 1.3 using the expansion of Theorem 1.1. This is a straightforward computation using the Wulff construction. We also compute the volume under the surface $S_0$ and we study its smoothness.

In section 3 we derive a large deviation principle for 3D Young diagrams and use it to prove Theorem 1.4. This section relies on the results of [10]. In that paper the authors deal with a four-parameter family of “domino tilings”; in the current paper we need a specialization of their results, when one of the parameters is set to 0. Specifically, the four
parameters $a, b, c, d$ are edge activities in a dimer model on $\mathbb{Z}^2$. The edge weights $a, b, c, d$ are staggered, with $a$ and $b$ alternating on horizontal edges and $c$ and $d$ alternating on vertical edges of $\mathbb{Z}^2$, in such a way that around each lattice square all four activities occur. As noted in [10], when one of the activities, say $d$, is zero the model becomes isomorphic to a dimer model on a honeycomb lattice, with activities $a, b, c$. This is dual to the lozenge-tiling model which is the model we need in this paper.

Sections 4 and 5 below are devoted to the proof of Theorem 1.

2. Proof of Theorem 1.3.

To determine $W_\sigma$, we need to find for each direction $\nu \in S^2$

$$r(\nu) = \min_{w \in S^2} \frac{\sigma(w)}{\nu \cdot w}.$$ 

Then $r(\nu)$ will be the radius of $W_\sigma$ in direction $\nu$. If we extend homogeneously $\sigma$ to a function on $\mathbb{R}^3 \setminus \{0\}$ by setting $\sigma(\nu) = |\nu|_2 \sigma(\nu/|\nu|_2)$ for $\nu \in \mathbb{R}^3 \setminus \{0\}$, we have

$$(2) \quad r(\nu) = \min_{w \in \mathbb{R}^3 \setminus \{0\}} \frac{\sigma(w)}{\nu \cdot w}.$$ 

From Theorem 1.1, setting $w = (x, y, z)$, we see that $\sigma$ is of the form

$$\sigma(x, y, z) = (|x| + |y| + |z|)(\frac{1}{\varepsilon} - \text{ent}(x, y, z))$$
where \( \varepsilon = -1 / \ln(1 - p) \) and

\[
\text{ent}(x, y, z) = \frac{1}{\pi} L \left( \pi \frac{|x|}{|w|_1} \right) + \frac{1}{\pi} L \left( \pi \frac{|y|}{|w|_1} \right) + \frac{1}{\pi} L \left( \pi \frac{|z|}{|w|_1} \right).
\]

By symmetry we need only to work in the positive orthant

\[ O_+ = \{ (x, y, z) \in (\mathbb{R}^+)^3, x \geq 0, y \geq 0, z \geq 0, x + y + z > 0 \}. \]

Letting \( \nu = (a, b, c) \) we have from (2)

\[
r(a, b, c) = \min_{x, y, z \in O_+} \frac{(x + y + z)(1 - \varepsilon \text{ent}(x, y, z))}{\varepsilon (ax + by + cz)}.
\]

Setting derivatives with respect to \( x, y \) and \( z \) respectively equal to zero we find three equations for the minimum (any two of which suffice to determine the minimum):

\[
\begin{align*}
(ax + by + cz)(1 - \varepsilon \text{ent} - \varepsilon (x + y + z) \text{ent}_x) - a(x + y + z)(1 - \varepsilon \text{ent}) &= 0 \\
(ax + by + cz)(1 - \varepsilon \text{ent} - \varepsilon (x + y + z) \text{ent}_y) - b(x + y + z)(1 - \varepsilon \text{ent}) &= 0 \\
(ax + by + cz)(1 - \varepsilon \text{ent} - \varepsilon (x + y + z) \text{ent}_z) - c(x + y + z)(1 - \varepsilon \text{ent}) &= 0.
\end{align*}
\]

Rather than solving for \( (x, y, z) \) as a function of \( (a, b, c) \), these can be solved for \( (a, b, c) \) in terms of \( (x, y, z) \). The solution \( \nu = (a, b, c) \) is only defined up to a constant multiple, which is chosen so that \( \sigma(w) = \nu \cdot w \). Using the fact that \( \text{xent}_x + \text{yent}_y + \text{zent}_z = 0 \) since \( \text{ent} \) depends only on the direction of \( \nu \) and not the length, the solution is

\[
\begin{align*}
a &= \varepsilon^{-1} - \text{ent} - (x + y + z) \text{ent}_x \\
b &= \varepsilon^{-1} - \text{ent} - (x + y + z) \text{ent}_y \\
c &= \varepsilon^{-1} - \text{ent} - (x + y + z) \text{ent}_z.
\end{align*}
\]

The interpretation of this solution is that when \( \nu = (a, b, c) \) is of the above form, then \( w = (x, y, z) \) minimizes \( \sigma(w)/(\nu \cdot w) \) (and the minimum value is 1). Therefore as \( (x, y, z) \) runs over \( S^2 \), \( (a, b, c) \) gives a parametric representation of \( \partial W_\sigma \).

From section 1, we have a parametric representation of \( W_\sigma \) in the positive orthant, given by

\[
\partial W_\sigma = \{ (\varepsilon^{-1} - \text{ent} - (x + y + z) \text{ent}_x, \varepsilon^{-1} - \text{ent} - (x + y + z) \text{ent}_y, \varepsilon^{-1} - \text{ent} - (x + y + z) \text{ent}_z) | (x, y, z) \in O_+ \}. \]
If we translate by \((-\epsilon^{-1}, -\epsilon^{-1}, -\epsilon^{-1})\) so that the corner of the cube (to which \(W_\sigma\) tends as \(p \to 1\)) is at the origin in \(\mathbb{R}^3\), then the surface \(\partial W_\sigma - (\epsilon^{-1}, \epsilon^{-1}, \epsilon^{-1})\) is \(-1\) times the fixed surface \(S_0\) defined by the parametric equation

\[S_0 = \{(\text{ent} + (x + y + z)\text{ent}_x, \text{ent} + (x + y + z)\text{ent}_y, \text{ent} + (x + y + z)\text{ent}_z) \mid x, y, z \in O_+\} \].

Recall

\[
\text{ent}(x, y, z) = \frac{1}{\pi} \left( L \left( \frac{\pi x}{x + y + z} \right) + L \left( \frac{\pi y}{x + y + z} \right) + L \left( \frac{\pi z}{x + y + z} \right) \right),
\]

where

\[L(x) = -\int_0^x \ln(2 \sin t)dt\]

is the Lobachevsky function. We have \(L'(x) = -\ln(2 \sin x)\). Setting

\[
\theta_x = \frac{\pi x}{x + y + z}, \quad \theta_y = \frac{\pi y}{x + y + z}, \quad \theta_z = \frac{\pi z}{x + y + z},
\]

a short computation gives

\[(x + y + z)\text{ent}_x(x, y, z) = \left( \frac{\theta_x}{\pi} \ln \sin \theta_x + \frac{\theta_y}{\pi} \ln \sin \theta_y + \frac{\theta_z}{\pi} \ln \sin \theta_z \right) - \ln \sin \theta_x.\]

Similar expressions hold for \((x + y + z)\text{ent}_y\) and \((x + y + z)\text{ent}_z\). Note that \text{ent} and \((x + y + z)\text{ent}_x\) depend only on the direction of \((x, y, z)\), not on its length. From \([10]\) we have the identity

\[
\text{ent}(x, y, z) + \left( \frac{\theta_x}{\pi} \ln \sin \theta_x + \frac{\theta_y}{\pi} \ln \sin \theta_y + \frac{\theta_z}{\pi} \ln \sin \theta_z \right) =
\]

\[= \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} \ln |\sin \theta_x + e^{iu} \sin \theta_y + e^{iv} \sin \theta_z| \, du \, dv.\]

Replacing \((\sin \theta_x, \sin \theta_y, \sin \theta_z)\) with \((A, B, C)\) satisfying \(A : B : C = \sin \theta_x : \sin \theta_y : \sin \theta_z\), \(S_0\) can be written as in the statement of the theorem. This completes the proof.

2.1. Properties of \(S_0\). When \(A \geq B + C\), we have \(f(A, B, C) = \ln A\). The part of the surface \(S_0\) described by these parameters is given by the set of points

\[(0, \ln(A/B), \ln(A/C))\]
as $A, B, C$ vary while satisfying $A \geq B + C$ and $B, C > 0$. This set consists of the points in the $yz$ plane lying above the curve parametrized by $(0, \ln \frac{B+C}{B}, \ln \frac{B+C}{C})$, which is the curve \{(0, y, z) \mid e^{-y} + e^{-z} = 1\}. In particular the “curved” part of $S_0$ intersects the $yz$ plane in the curve \{(0, y, z) \mid e^{-y} + e^{-z} = 1\}, the $xy$ plane in the curve \{(x, y, 0) \mid e^{-x} + e^{-y} = 1\}, and the $xz$-plane in the curve \{(x, 0, z) \mid e^{-x} + e^{-z} = 1\}. Surprisingly, each of these curves is, up to scale, the boundary of the asymptotic Wulff crystal of the two-dimensional Ising model when the temperature goes to 0 (and the asymptotic shape of the 2D Young diagram of a uniform partition of $n$), see [9, 36, 32].

Another property of the surface $S_0$ is that it is $C^1$ but not $C^2$ at the points where it touches the axis planes. For example, when $(A, B, C) = (2 - \delta, 1, 1)$ we have

$$f(2 - \delta, 1, 1) = \ln 2 - \frac{\delta}{2} + \frac{2}{3\pi} \delta^{3/2} + O(\delta^2),$$

so that the intersection of $S_0$ with the plane $y = z$ is a curve which, near $x = 0$, is parametrized by

$$(f(2 - \delta, 1, 1) - \ln(2 - \delta), f(2 - \delta, 1, 1), f(2 - \delta, 1, 1)) =$$

$$\left(\frac{2}{3\pi} \delta^{3/2} + O(\delta^2), \ln 2 - \frac{\delta}{2} + O(\delta), \ln 2 - \frac{\delta}{2} + O(\delta)\right),$$

so that $x = (c_1 - c_2 y)^{3/2}$ near $x = 0$ for constants $c_1, c_2$. The actual curve is shown in Figure 2.

Notice that the facets of the Wulff crystal in the Ising model still exist for fixed small temperature [5, 24].

We finally compute the volume under $S_0$.

**Proposition 2.1.** The volume under the surface $S_0$ is equal to $\zeta(3)/4$.

**Proof.** This volume is $\int_{\mathbb{R}^2} zdxdy$, where $(x, y, z)$ are given by the parametric equation of $S_0$ in the canonical basis. We proceed in two steps. First change coordinates from $x, y, z$ to $A, B, C$. Here we let $A, B$ be the independent variables and fix $C = 1$; the curved part of $S_0$ corresponds to pairs $A, B$ for which \{A, B, 1\} satisfies the triangle inequality. We have the identity ([10])

$$\frac{\partial}{\partial A} f(A, B, C) = \frac{\theta_A}{A\pi},$$

where $\theta_A$ is the angle opposite edge $A$ in a triangle of edge lengths $A, B, C$. Similar expressions hold for $B$ and $C$. We compute

$$dx = df(A, B, 1) - d\ln A = \left(\frac{\theta_A}{\pi A} - \frac{1}{A}\right)dA + \frac{\theta_B}{\pi B}dB,$$
figure 3: The intersection of the surface with the plane $y = z$; the horizontal axis is the $x$-axis and the vertical is the $y$-coordinate (or $z$-coordinate).

$$dy = df(A, B, 1) - d\ln B = \frac{\theta_A}{\pi A} dA + \left(\frac{\theta_B}{\pi B} - \frac{1}{B}\right) dB,$$

yielding

$$dxdy = \frac{\theta_C}{\pi AB} dAdB$$

where we used $\theta_A + \theta_B + \theta_C = \pi$. Changing coordinates again, to $\theta_A, \theta_B$ (where $\theta_C = \pi - \theta_A - \theta_B$) we have $A = \sin \theta_A / \sin \theta_C$ and $B = \sin \theta_B / \sin \theta_C$. A short computation gives

$$\frac{\theta_C}{\pi} \frac{dAdB}{AB} = \frac{\theta_C}{\pi} d\ln A \ d\ln B = \frac{\theta_C}{\pi} d\theta_A \ d\theta_B.$$

Now

$$f(A, B, 1) = \frac{1}{\pi} (L(\theta_A) + L(\theta_B) + L(\theta_C)) + \frac{\theta_A}{\pi} \ln A + \frac{\theta_B}{\pi} \ln B.$$

We use the expansion

$$L(\theta) = \frac{1}{2} \sum_{n=1}^{\infty} \frac{\sin(2n\theta)}{n^2}.$$
We have
\[\int_0^\pi \int_0^{\pi-\theta_A} \sin(2n\theta_A) \frac{\theta_C}{\pi} d\theta_B d\theta_A = \frac{\pi}{4n}\]
with the same expression holding for \(\sin(2n\theta_B)\); and
\[\int_0^\pi \int_0^{\pi-\theta_A} \sin(2n\theta_C) \frac{\theta_C}{\pi} d\theta_B d\theta_A = 0.\]
In particular
\[\int_0^\pi \int_0^{\pi-\theta_A} \frac{1}{\pi} (L(\theta_A) + L(\theta_B) + L(\theta_C)) \frac{\theta_C}{\pi} d\theta_B d\theta_A = \frac{1}{4} \sum_{n=1}^{\infty} \frac{1}{n^3} = \frac{1}{4} \zeta(3).\]
The integral of the terms
\[\frac{\theta_A}{\pi} \ln \sin \frac{\theta_A}{\pi} + \frac{\theta_B}{\pi} \ln \sin \frac{\theta_B}{\pi}\]
is easily shown to be zero. In conclusion we have
\[\int_0^\pi \int_0^{\pi-\theta_A} f(A, B, 1) \frac{\theta_C}{\pi} d\theta_B d\theta_A = \frac{1}{4} \zeta(3). \quad \square\]

3. Plane partitions

3.1. Monotone sets and entropy. Our goal is to derive a large deviation principle and a law of large numbers for the rescaled random 3D Young diagrams \(n^{-1/3} Y_n\) and \(n^{-1/3} Y_n^\leq\). To this end, we need first to define our topological framework and to embed our random objects in a continuous space.

We consider the space \(E\) consisting of closed subsets \(E\) of \((\mathbb{R}^+)^3\) having finite volume \((\mathcal{L}^3(E) < \infty)\) and satisfying the following monotonicity property: for any \((x, y, z) \in (\mathbb{R}^+)^3\),
\[(x, y, z) \in E \quad \Rightarrow \quad [0, x] \times \{y\} \times \{z\} \subset E, \quad \{x\} \times [0, y] \times \{z\} \subset E, \quad \{x\} \times \{y\} \times [0, z] \subset E.\]
For convenience, we impose also that the axis planes are included in \(E\). Let \(P_{111}\) be the plane containing the origin and orthogonal to the vector \((1, 1, 1)\), i.e.,
\[P_{111} = \{ (a, b, c) \in \mathbb{R}^3 : a + b + c = 0 \}.\]
The boundary of an element $E$ of $\mathcal{E}$ can be conveniently parametrized by looking at the height of $E$ over the plane $P_{111}$, that is, to $E$ we associate the function $f_E : P_{111} \mapsto \mathbb{R}^+$ defined by

$$\forall x \in P_{111} \quad f_E(x) = \sup \{ t \in \mathbb{R}^+ : x + t(1, 1, 1) \in E \}.$$ 

The set $E$ can be recovered from its height function $f_E$, indeed

$$E = \{ (a, b, c) \in (\mathbb{R}^+)^3 : a + b + c \leq f_E(\pi_{111}(a, b, c)) \}$$

where $\pi_{111}$ is the projection on $P_{111}$ parallel to the direction $(1, 1, 1)$. The monotonicity condition satisfied by the set $E$ implies that

$$\forall x, y \in P_{111} \quad f_E(y) \geq f_E(x) - |x - y|^2$$

hence the height function $f_E$ belongs to the space $\text{Lip}_1(P_{111}, \mathbb{R}^+)$ of the maps from $P_{111}$ to $\mathbb{R}^+$ which are Lipschitz with Lipschitz constant 1.

In particular the boundary of an element $E$ of $\mathcal{E}$ admits a Lipschitz parametrization. By Rademacher’s Theorem, a Lipschitz function is differentiable almost everywhere with respect to the Lebesgue measure, hence the set $E$ admits a tangent plane at $(x, f_E(x))$ for $\lambda$ almost all $x$, where $\lambda$ is the planar Lebesgue measure in the plane $P_{111}$. We denote by $\nu^\text{classic}_E(x)$ the normal vector at $(x, f_E(x))$. Let $\text{axis}(\cdot)$ be the height function associated to the axis planes, that is

$$\forall x \in P_{111} \quad \text{axis}(x) = \inf \{ t : x + t(1, 1, 1) \in (\mathbb{R}^+)^3 \}.$$ 

We define the domain of $E$ as

$$\text{dom}(E) = \{ x \in P_{111} : f_E(x) > \text{axis}(x) \}$$

and the entropy of $E$ as

$$\text{ent}(E) = \int_{\text{dom}(E)} \text{ent}(\nu^\text{classic}_E(x)) \, d\lambda(x)$$

where $\text{ent}$ is the function appearing in Theorem 1.1; notice that in the integral we do not take into account the boundary points lying in the axis planes.

A more flexible way to define the entropy is to work in the space of functions having bounded variation. Since $f$ is Lipschitz, it is absolutely continuous and it belongs to the space $\text{BV}_{\text{loc}}(P_{111})$, so that its distributional derivative is the Radon measure having density $\nabla f_E$ with respect to $\lambda$, the Lebesgue measure in $P_{111}$. As in [31, formula (15)], to the entropy function $|\nu|\text{ent}(\nu)$ we associate the convex set $\mathcal{S}$ defined by

$$\mathcal{S} = \{ x \in (\mathbb{R}^+)^3 : \forall \nu \in (\mathbb{R}^+)^3 \quad x \cdot \nu \geq |\nu|\text{ent}(\nu) \}.$$
Since $|\nu| \text{ent}(\nu)$ is concave, we have the dual relation
\[ \forall \nu \in (\mathbb{R}^+)^3 \quad |\nu| \text{ent}(\nu) = \inf_{x \in \mathbb{S}} x \cdot \nu. \]

Let $C^1_0(P_{111}, \mathbb{S})$ be the set of the $C^1$ vector fields with compact support in $P_{111}$ and taking values in $\mathbb{S}$. Like in [6, Chapter 6], it can be shown that
\[
\text{ent}(E) = \inf \left\{ \int_{\text{dom}(E)} g(x) \cdot \nabla f_E(x) \, d\lambda(x) : g \in C^1_0(P_{111}, \mathbb{S}) \right\}
\]
and by the generalized Gauss–Green formula,
\[
\text{ent}(E) = \inf \left\{ \int_{\text{dom}(E)} f_E(x) \text{div} \, g(x) \, d\lambda(x) : g \in C^1_0(P_{111}, \mathbb{S}) \right\}.
\]

From this last expression, it is obvious that the entropy $\text{ent}$ is upper semicontinuous in the topology $L^1_{\text{loc}}(P_{111})$, as well as in the stronger topology $L^1(P_{111})$.

**Lemma 3.1.** The function $\text{ent}$ is upper semicontinuous in the topology $L^1_{\text{loc}}(P_{111})$.

Another way to prove this lemma is to rely on the specific fact that we work with the set of functions $\text{Lip}_1(P_{111}, \mathbb{R}^+)$. On $\text{Lip}_1(P_{111}, \mathbb{R}^+)$, the topology $L^1_{\text{loc}}(P_{111})$ agrees with the topology of uniform convergence on compact subsets. Let $(f_n)_{n \in \mathbb{N}}$ be a sequence of functions belonging to $\text{Lip}_1(P_{111}, \mathbb{R}^+)$ and converging in $L^1_{\text{loc}}(P_{111})$ (and therefore uniformly on compact subsets of $P_{111}$) towards $f$. By [10, Lemma 2.1], for any compact set $K$,
\[
\limsup_{n \to \infty} \int_K \text{ent}(\nabla f_n) \, d\lambda \leq \int_K \text{ent}(\nabla f) \, d\lambda.
\]

We can write $P_{111}$ as the union $P_{111} = \bigcup_{m \in \mathbb{N}} K_m$ where the sets $K_m$, $m \in \mathbb{N}$, are compact and satisfy
\[ \forall m_1, m_2 \in \mathbb{N}, \quad m_1 \neq m_2, \quad \lambda(K_{m_1} \cap K_{m_2}) = 0. \]

Thus
\[
\limsup_{n \to \infty} \text{ent}(f_n) = \limsup_{n \to \infty} \sum_{m \in \mathbb{N}} \int_{K_m} \text{ent}(\nabla f_n) \, d\lambda
\leq \sum_{m \in \mathbb{N}} \limsup_{n \to \infty} \int_{K_m} \text{ent}(\nabla f_n) \, d\lambda
\leq \sum_{m \in \mathbb{N}} \int_{K_m} \text{ent}(\nabla f) \, d\lambda = \text{ent}(f).
\]
3.2. Topology on $\mathcal{E}$. We endow $\mathcal{E}$ with the topology $\mathcal{H}$ of Hausdorff convergence on compact sets, that is, the topology whose basis elements are

$$\left\{ F \in \mathcal{E} : d_H(F \cap K, E \cap K) < \epsilon \right\}, \quad \epsilon > 0, \quad E \in \mathcal{E}, \quad K \text{ compact subset of } (\mathbb{R}^+)^3$$

where $d_H$ is the Hausdorff metric. For other possible topologies on $\mathcal{E}$, as well as their relationships with the topology $\mathcal{H}$, see [30]. It is likely that our results hold with a finer topology, for instance the topology $L^1$. If we express the topology $\mathcal{H}$ on the space $\text{Lip}_1(P_{111}, \mathbb{R}^+)$ through the map

$$E \in \mathcal{E} \mapsto f_E \in \text{Lip}_1(P_{111}, \mathbb{R}^+),$$

the corresponding functional topology is the topology of uniform convergence over compact subsets of $P_{111}$. This topology is metrizable: if $(K_n)_{n \in \mathbb{N}}$ is an increasing sequence of compact sets such that $(\mathbb{R}^+)^3 = \bigcup_{n \in \mathbb{N}} K_n$, setting for $E, F \in \mathcal{E}$

$$\text{dist}(E, F) = \sum_{n \in \mathbb{N}} 2^{-n} \min\left(\frac{d_H(E \cap K_n, F \cap K_n)}{\text{diam}(K_n)}, 1\right)$$

we get a metric compatible with this topology.

A standard diagonal argument shows that for any $\alpha > 0$, the subset

$$\mathcal{E}_\alpha = \{ E \in \mathcal{E} : \mathcal{L}^3(E) \leq \alpha \}$$

is compact. Indeed, let $(E_n)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{E}_\alpha$ and let $(f_{E_n})_{n \in \mathbb{N}}$ be the associated height functions in $\text{Lip}_1(P_{111}, \mathbb{R}^+)$. Since

$$\forall n \in \mathbb{N} \quad \alpha \geq \mathcal{L}^3(E_n) \geq \left(f_{E_n}(0)/\sqrt{3}\right)^3$$

the sequence $(f_{E_n}(0))_{n \in \mathbb{N}}$ is bounded. The functions $f_{E_n}$, $n \in \mathbb{N}$, being Lipschitz, by a diagonal argument, we can extract a subsequence (which we redenote by $f_{E_n}$) which converges uniformly on any compact subset of $P_{111}$ towards a function $f$. Let $E$ be the element of $\mathcal{E}$ associated to $f$. Then the sequence $(E_n)_{n \in \mathbb{N}}$ converges towards $E$ with respect to the topology $\mathcal{H}$ and

$$\mathcal{L}^3(E) = \int_{P_{111}} |f(x) - \text{axis}(x)| \, d\lambda(x) \leq \liminf_{n \to \infty} \int_{P_{111}} |f_{E_n}(x) - \text{axis}(x)| \, d\lambda(x) \leq \alpha.$$

The topology $\mathcal{H}$ on $\mathcal{E}$ is identical to the topology $L^1_{\text{loc}}(P_{111})$, hence the entropy ent is upper semicontinuous when $\mathcal{E}$ is endowed with the topology $\mathcal{H}$.
3.3. Large deviation principle. We are now ready to state our large deviation principle. Notice that the rescaled 3D Young diagrams \( n^{-1/3}Y_n^\pm \) and \( n^{-1/3}Y_n^\leq \) belong to the space

\[
\mathcal{E}_1 = \{ E \in \mathcal{E} : \mathcal{L}^3(E) \leq 1 \}.
\]

**Theorem 3.2.** The sequences \( (n^{-1/3}Y_n^\pm)_{n \in \mathbb{N}} \) and \( (n^{-1/3}Y_n^\leq)_{n \in \mathbb{N}} \) satisfy a large deviation principle in \( \mathcal{E}_1 \) endowed with the topology \( \mathcal{H} \), with speed \( n^{2/3} \), governed by the good rate function \( \mathcal{I} \) defined by

\[
\forall E \in \mathcal{E}_1 \quad \mathcal{I}(E) = \sup_{F \in \mathcal{E}_1} \text{ent}(F) - \text{ent}(E),
\]

i.e., for \( * \) equal either to \( = \) or to \( \leq \), for any open subset \( \mathcal{O} \) of \( (\mathcal{E}_1, \mathcal{H}) \),

\[
- \inf \{ \mathcal{I}(E) : E \in \mathcal{O} \} \leq \liminf_{n \to \infty} \frac{1}{n^{2/3}} \ln P( n^{-1/3}Y_n^* \in \mathcal{O} ),
\]

and, for any closed subset \( \mathcal{F} \) of \( (\mathcal{E}_1, \mathcal{H}) \),

\[
\limsup_{n \to \infty} \frac{1}{n^{2/3}} \ln P( n^{-1/3}Y_n^* \in \mathcal{F} ) \leq - \inf \{ \mathcal{I}(E) : E \in \mathcal{F} \}
\]

**Proof.** For \( n \in \mathbb{N} \), we denote by \( N(n) \) the number of 3D Young diagrams associated to \( n \). We deal first with the large deviations lower bound for \( (Y_n^\pm)_{n \in \mathbb{N}} \). Let \( E \) belong to \( \mathcal{E}_1 \) and let \( f_E \) be the associated height function. By density, we can assume that \( \mathcal{L}^3(E) < 1 \).

For an \( M > 0 \) we set \( E_M = E \cap [0, M]^3 \) and \( R_M^* = \pi_{111}([0, M]^3) \). There is a one to one correspondance between random lozenge tilings (with step size \( n^{-1/3} \)) of the region \( R_M^* \), and 3D Young diagrams contained in \( [0, M]^3 \). Each such 3D Young diagram has an associated height function \( h \) which agrees with \( \text{axis}(\cdot) \) outside of \( R_M^* \). We are interested in 3D Young diagrams whose height function \( h \) lies close to \( f_{E_M} \). The volume of the 3D Young diagram with height function \( h \) is less than

\[
\mathcal{L}^3(E_M) + \lambda(R_M^*) \sup_{x \in R_M^*} |f_{E_M}(x) - h(x)|.
\]

Now let \( \varepsilon > 0 \) and take \( M \) large enough that

\[
\text{ent}(f_{E_M}) \geq \text{ent}(E) - \varepsilon.
\]

Since the entropy \( \text{ent} \) vanishes in the axis directions, we have \( \mathcal{I}(E_M) \leq \mathcal{I}(E) \). Since \( \mathcal{L}^3(E) < 1 \), there exists \( \delta > 0 \) small enough so that

\[
\mathcal{L}^3(E_M) + \delta \lambda(R_M^*) < 1.
\]
By [10, Theorem 4.3], for $n$ large enough, the number of height functions $h$ over $R^n_M$ corresponding to random tilings such that $\sup_{x \in R^n_M} |f_{E_M}(x) - h(x)| < \delta$ is larger than

$$\exp\left(n^{2/3}(\text{ent}(f_{E_M}) - \epsilon)\right).$$

Each such height function corresponds to a 3D Young diagram associated to an integer $m$ with $m \leq n$. By adding a column of $n - m$ cubes along the $z$ axis we obtain a 3D Young diagram $y_n$ associated to $n$ which still satisfies $d_H(n^{-1/3}y_n \cap [0, M]^3, E_M) < 2\delta$ for $n$ large enough, say $n^{-1/3} < \delta$ (notice that we use here the fact that the axis planes belong to the set $E$). Thus, using the inequality $\text{ent}(f_{E_M}) \geq \text{ent}(E) - \epsilon$,

$$\frac{1}{n^{2/3}} \ln P\left(d_H(n^{-1/3}Y_n^\top \cap [0, M]^3, E_M) < 2\delta\right) \geq \text{ent}(E) - 2\epsilon - \frac{1}{n^{2/3}} \ln N(n).$$

We deal next with the large deviations upper bound for $(Y_n^\top)_{n \in \mathbb{N}}$. Let $E$ belong to $\mathcal{E}_1$. For $M > 0$, we set $E_M = E \cap [0, M]^3$. Notice that the map

$$t \in \mathbb{R}^+ \mapsto \mathcal{H}^2(E \cap \{x = t\}) \in \mathbb{R}^+$$

decreases monotonically to 0 as $t$ increases to $\infty$ (here $\mathcal{H}^2$ is the two dimensional Hausdorff measure in $\mathbb{R}^3$ and $\{x = t\}$ is the plane consisting of the points whose first coordinate is equal to $t$). Let $\epsilon > 0$. We choose $M_1$ large enough so that $\mathcal{H}^2(E \cap \{x = M_1\}) < \epsilon$. We proceed similarly for the two other axis directions to get $M_2, M_3$. Let also $M_4$ be such that $\mathcal{T}(E_{M_4}) \geq \mathcal{T}(E) - \epsilon$. Let $M = \max(M_1, M_2, M_3, M_4)$. Since $E$ is closed, by the dominated convergence Theorem,

$$\lim_{\delta \to 0} \mathcal{H}^2(\{y \in [0, M]^3 : d(y, E) < \delta\} \cap \{x = M\}) = \mathcal{H}^2(E_M \cap \{x = M\})$$

and there exists $\delta_1 > 0$ such that

$$\forall F \in \mathcal{E} \quad d_H(E_M, F \cap [0, M]^3) < \delta_1 \quad \Rightarrow \quad \mathcal{H}^2(F \cap ([M] \times [0, M]^2)) < 2\epsilon.$$

We proceed similarly for the two other axis directions to get $\delta_2, \delta_3$. By [10, Theorem 4.3], there exists $\delta_4 > 0$ such that, for $n$ sufficiently large, the number of tilings of $R^n_M = \pi_{111}([0, M]^3)$, whose corresponding height function $h$ satisfies

$$\sup_{x \in R^n_M} |f_{E_M}(x) - h(x)| < \delta_4$$

is less than $\exp n^{2/3}(\text{ent}(E_M) + \epsilon)$. We set $\delta = \min(\delta_1, \delta_2, \delta_3, \delta_4)$. We have then

$$\forall F \in \mathcal{E} \quad d_H(E_M, F \cap [0, M]^3) < \delta \quad \Rightarrow \quad \mathcal{H}^2(F \cap ([M] \times [0, M]^2)) < 2\epsilon,$$

$$\mathcal{H}^2(F \cap ([0, M] \times [M] \times [0, M])) < 2\epsilon, \quad \mathcal{H}^2(F \cap ([0, M]^2 \times [M])) < 2\epsilon.$$
We will now compute an upper bound on the number of 3D Young diagrams $y_n$ such that
\[
d_H(n^{-1/3}y_n \cap [0, M]^3, E_M) < \delta.\]

Let $y_n$ be such a 3D Young diagram. To $y_n$ we associate a height function over $R_+^M$ given by $f_n^{-1/3}y_n|_{R_+^M}$ (the restriction of $f_n^{-1/3}y_n$ to $R_+^M$) as well as the three 3D Young diagrams $y_{1,n}^M, 1 \leq i \leq 3$, corresponding to $y_n \setminus [0, n^{1/3}M]^3$. More precisely,
\[
y_{1,n}^M = y_n \setminus \left([0, n^{1/3}M] \times (R^+)^2\right) - (n^{1/3}M, 0, 0)
\]
and $y_{2,n}^M, y_{3,n}^M$ are defined analogously, considering the two other axis directions. The number of possible configurations for $n^{-1/3}y_n \cap [0, M]^3$ is bounded by the number of corresponding tilings, that is, by $\exp \frac{1}{2}n^{2/3}(\text{ent}(E_M) + \epsilon)$. The number of possible configurations for $y_{i,n}^M, 1 \leq i \leq 3$, is estimated with the help of the following lemma.

**Lemma 3.3.** There exists a constant $c > 0$ such that for any $\epsilon > 0$, any $n \in \mathbb{N}$, the number of 3D Young diagrams associated to an integer less than $n$, with step size $n^{-1/3}$ and having less than $\epsilon n^{2/3}$ cubes intersecting one of the axis planes is less than $\exp(c \epsilon^{1/4}n^{2/3})$.

**Proof.** Recall that the number of ordinary (2D) partitions of $n$ is at most $c\sqrt{n}$ for a constant $c$. Let $Z_{n,\epsilon}$ be the set of 3D Young diagrams whose intersection with the $xy$-plane has area less than $\epsilon n^{2/3}$. Let $K = \sqrt{\epsilon}n^{1/3}$. For $Y \in Z_{n,\epsilon}$, let
\[
Y^{(1)} = Y \cap \{(x, y, z) \mid 0 \leq y \leq K\}
\]
and
\[
Y^{(2)} = Y \cap \{(x, y, z) \mid y \geq K \text{ and } 0 \leq x \leq K\}.
\]
Then $Y = Y^{(1)} \cup Y^{(2)}$ and $Y^{(1)}$ and $Y^{(2)}$ are disjoint. Now $Y^{(1)}$ is made up of the $K$ 2D-Young diagrams
\[
Y^{(1)}(i) = \{(x, y, z) \in Y^{(1)} \mid i \leq y < i + 1\}, \quad 0 \leq i < K
\]
and similarly $Y^{(2)}$ is made up of
\[
Y^{(2)}(j) = \{(x, y, z) \in Y^{(2)} \mid j \leq x < j + 1\} \quad 0 \leq j < K.
\]
Let $M_1$ be the volume of $Y^{(1)}$, and let $m_i$ be the volume of $Y^{(1)}(i)$. Given the volumes $m_1, \ldots, m_K$, the number of choices for the $Y^{(1)}(i)$ is at most
\[
c\sqrt{m_1 + \cdots + m_K} \leq c\sqrt{K\sqrt{M_1}}.
\]
The number of choices for the volumes \( m_1, \ldots, m_K \) is at most the number of partitions of \( M_1 \), which is at most \( c\sqrt{n} \). Similar bounds hold for \( Y^{(2)} \). Therefore the total number of elements of \( Z_{n,\epsilon} \) is at most
\[
|Z_{n,\epsilon}| \leq c_2^{\sqrt{n} + \sqrt{Kn}} \leq c_3^{1/4} n^{2/3}
\]
for a constant \( c_3 \). This completes the proof.

We conclude that:
\[
\forall E \in \mathcal{E}_1 \forall \epsilon > 0 \exists M, \delta > 0 \exists N \forall n > N
\]
\[
P\left(d_H\left(n^{-1/3}Y_n^{\leq} \cap [0, M^3], E_M\right) < \delta\right) \leq \left( \sum_{1 \leq k \leq n} N(k) \right)^{-1} \exp n^{2/3}(\text{ent}(E) + 2\epsilon + 3\epsilon^{1/4})
\]

Inequality (5) implies on one hand that
\[
\liminf_{n \to \infty} \frac{1}{n^{2/3}} \ln N(n) \geq \max\{ \text{ent}(E) : E \in \mathcal{E}_1 \}.
\]
On the other hand, let \( \epsilon > 0 \); to each set \( E \) in \( \mathcal{E}_1 \) consider the neighborhood
\[
\{ F \in \mathcal{E}_1 : d_H(F \cap [0, M^3], E_M) < \delta \}
\]
where \( M, \delta \) are chosen as in inequality (6). The space \( \mathcal{E}_1 \) being compact, we can extract from this covering a finite subcover, associated to \((E_i, M_i, \delta_i), i \in I\). For \( n \) large enough, inequality (6) is satisfied for each set \( E_i, i \in I \), hence,
\[
1 = P\left(n^{-1/3}Y_n^{\leq} \subseteq \mathcal{E}_1\right) \leq \sum_{i \in I} P\left(d_H\left(n^{-1/3}Y_n^{\leq} \cap [0, M_i^3], E_{M_i}\right) < \delta_i\right)
\]
\[
\leq \left( \sum_{1 \leq k \leq n} N(k) \right)^{-1} \sum_{i \in I} \exp n^{2/3}(\text{ent}(E_i) + 2\epsilon + 3\epsilon^{1/4})
\]
whence
\[
\limsup_{n \to \infty} \frac{1}{n^{2/3}} \ln N(n) \leq \max_{i \in I} \text{ent}(E_i) + 2\epsilon + 3\epsilon^{1/4}.
\]
Sending \( \epsilon \) to 0, we conclude that
\[
\lim_{n \to \infty} \frac{1}{n^{2/3}} \ln N(n) = \max\{ \text{ent}(E) : E \in \mathcal{E}_1 \}.
\]
Now the large deviations lower bound (3) for \( Y_n^{\leq} \) follows directly from inequality (5) and equality (7). The large deviations upper bound (4) for \( Y_n^{\leq} \) follows directly from
inequality (6), equality (7) and the compactness of $E_1$. Because $N(n)$ increases with $n$, we have $\sum_{1 \leq k \leq n} N(k) \leq n N(n)$ and for any $E \in E_1$, $M, \delta > 0$ and $n \in \mathbb{N}$,

$$P(d_H(n^{-1/3}Y_n^{-} \cap [0, M]^3, E_M) < \delta) \leq n \, P(d_H(n^{-1/3}Y_n^{=} \cap [0, M]^3, E_M) < \delta).$$

Therefore the large deviations upper bound for $Y_n^{=}$ implies large deviations upper bound for $Y_n^{-}$, while the large deviations lower bound for $Y_n^{=} \implies$ the large deviations lower bound for $Y_n^{-}$. $\square$

Our large deviation principle implies automatically a law of large numbers for the random rescaled 3D Young diagrams.

We recall that $S = \{ x \in \mathbb{R}^3 : \forall \nu \in S^2 \; x \cdot \nu \geq |\nu|_1 \text{ent}(\nu) \}$

and that the boundary of $S$ is the surface $S_0$.

**Theorem 3.4.** The set $(\zeta(3)/4)^{-1/3}((\mathbb{R}^+)^3 \setminus S)$ is the asymptotic shape of a random rescaled 3D Young diagram: for any $M, \delta > 0$, we have

$$\limsup_{n \to \infty} \frac{1}{n^{2/3}} \ln P(d_H(n^{-1/3}Y_n^{=} \cap [0, M]^3, [0, M]^3 \setminus (\zeta(3)/4)^{-1/3}S) \geq \delta) < 0.$$ 

**Proof.** The solution of the variational problem

$$\text{minimize} \quad \mathcal{I}(E) \text{ over } E \in \mathcal{E}_1$$

which is of course equivalent to the problem

$$\text{maximize} \quad \text{ent}(E) \text{ over } E \in \mathcal{E}_1$$

is given by a slight variant of the famous Wulff isoperimetric theorem. The unique solution is the adequate dilation of $((\mathbb{R}^+)^3 \setminus S)$ which encloses a volume 1 (see [31]). Since the volume under $S_0$ is $(\frac{1}{3} \zeta(3))$, it is the set $(\frac{1}{3} \zeta(3))^{-1/3}((\mathbb{R}^+)^3 \setminus S)$. The large deviation principle for $Y_n^{=}$ implies that

$$\limsup_{n \to \infty} \frac{1}{n^{2/3}} \ln P(d_H(n^{-1/3}Y_n^{=} \cap [0, M]^3, [0, M]^3 \setminus S) \geq \delta) \leq$$

$$- \inf \{ \mathcal{I}(E) : E \in \mathcal{E}_1, (d_H(E, [0, M]^3 \setminus S) \geq \delta \}$$

and the righthand side is strictly negative. $\square$
4. Preliminaries for Theorem 1.1

In this section we introduce first the notation and we give some basic definitions. In the second part, we recall some basic properties of FK (or random cluster) measures.

4.1. Notation. The cardinality of a set $A$ is denoted by $|A|$. The symmetric difference between two sets $A_1, A_2$ is denoted by $A_1 \Delta A_2$. We denote by $d_p$ the metric associated with the $p$-norm, i.e., $d_p(x, y) = |x - y|_p$ for any $x, y$ in $\mathbb{R}^3$. We will only use the 1, 2 and $\infty$ norms. The $d_p$ distance between two subsets $E_1$ and $E_2$ of $\mathbb{R}^3$ is

$$d_p(E_1, E_2) = \inf\{|x_1 - x_2|_p : x_1 \in E_1, x_2 \in E_2\}.$$ 

The $r$–neighborhood of $E \subset \mathbb{R}^3$ with respect to the $d_2$ metric is the set

$$V(E, r) = \{x \in \mathbb{R}^3 : d_2(x, E) < r\}.$$

We will usually work with the Euclidean distance $d_2$ on the continuous space $\mathbb{R}^3$ and with the distance $d_1$ or $d_\infty$ on the discrete lattice $\mathbb{Z}^3$. The unit sphere of $\mathbb{R}^3$ is denoted by $S^2$. We denote by $\mathcal{H}^2$ the standard 2–dimensional Hausdorff measure.

We turn $\mathbb{Z}^3$ into a graph with vertex set $\mathbb{Z}^3$ and edge set

$$\mathbb{E}^1 = \{\{x, y\} : x, y \in \mathbb{Z}^3, |x - y|_1 = 1\}.$$ 

This graph is called the three dimensional cubic lattice and is denoted by $\mathbb{L}^1$. Let $D$ be a subset of $\mathbb{R}^3$. An edge $\{x, y\}$ of $\mathbb{E}^1$ is said to be included in $D$ if both sites $x, y$ belong to $D$. We denote by $\mathbb{E}^1(D)$ the set of the edges of $\mathbb{E}^1$ included in $D$. For $D$ a subset of $\mathbb{Z}^3$, the graph $(D, \mathbb{E}^1(D))$ will be often identified with its vertex set $D$. Let $A$ be a subset of $\mathbb{Z}^3$. We define its inner vertex boundary,

$$\partial^\text{in}_\infty A = \{x \in A : \exists y \in A^c \ d_\infty(x, y) = 1\}.$$ 

The set $A \subset \mathbb{Z}^3$ is said to be connected or $\mathbb{L}^1$-connected (respectively $\mathbb{L}^\infty$-connected) if any two of its points are connected by a path $x_0, x_1, \ldots, x_n$ of points of $A$ with $d_1(x_i, x_{i+1}) = 1$, $0 \leq i < n$ (respectively $d_\infty(x_i, x_{i+1}) = 1$). Note that $\mathbb{L}^1$-connectedness implies $\mathbb{L}^\infty$-connectedness.

The object dual to the edge $e = \{x, y\}$ of $\mathbb{E}^1$ is the unit square orthogonal to $e$ centered at $(x + y)/2$, also called the plaquette associated to $e$. Two edges in $\mathbb{E}^1$ are said to be adjacent if (and only if) their corresponding plaquettes meet along a unit segment. A set of edges $E \subset \mathbb{E}^1$ is said to be connected if any two edges are connected by a path of adjacent edges.

Let $A, B, D$ be subsets of $\mathbb{R}^3$ with $A \cap D \cap B = \emptyset$. A set of edges $E \subset \mathbb{E}^1$ is said to separate $A$ and $B$ in $D$ if there is no path in the graph $(\mathbb{Z}^3 \cap D, \mathbb{E}^1(D) \setminus E)$ connecting a vertex of $A$ and a vertex of $B$. The set $E$ separates $\infty$ in $D$ if the graph $(\mathbb{Z}^3 \cap D, \mathbb{E}^1(D) \setminus E)$ has at least two infinite components.

One is naturally lead to work simultaneously with the two metrics $\mathbb{L}^1$ and $\mathbb{L}^\infty$ for topological reasons. Here we will use the following result.
Lemma 4.1. If $A$ is a $\mathbb{L}^\infty$ connected set of vertices and $R$ is a $\mathbb{L}^1$ connected component of $A^c$, then $\partial_\infty^R R$ is $\mathbb{L}^1$ connected.

Proof. From $R$, we construct a three dimensional manifold $M$ with boundary as follows. The manifold $M$ is the $\varepsilon$-neighborhood of the union of those edges whose vertices are both in $R$ and the set of (solid) unit cubes all of whose 8 vertices are in $R$. The boundary of $M$ consists of closed oriented two dimensional manifolds. Now each boundary component of $M$ divides $\mathbb{R}^3$ into an outside and an inside: this is a classical theorem of algebraic topology (essentially the generalized Schoenflies’ Theorem, see [29]). Note that two boundary components of $M$ are at $d_\infty$-distance at least $1 + 2\varepsilon$.

Let $x_1, x_2$ be two vertices in $\partial_\infty^R R$ and $x'_1, x'_2$ points of $\partial M$ to which they are closest. We claim that $x'_1, x'_2$ are on the same boundary component of $M$. This is because (using connectedness of $A$) there is a path in $\mathbb{R}^d$ from $x'_1$ to $x'_2$ which does not pass through the interior of $M$. Since $x'_1, x'_2$ are on the same boundary component of $M$, there exists a path on this boundary component from $x'_1$ to $x'_2$. This path can be pushed onto an $\mathbb{L}^1$-path on the underlying edges close to the boundary, whose vertices belong to $\partial_\infty^R R$. □

A detailed proof of a similar result has been done by Kesten [22, Lemma 2.23]; see also [11, Lemma 2.1].

4.2. FK percolation. We give here a short account of FK measures; we refer to [18,26] for a more detailed exposition. For $E \subset \mathbb{E}^1$ with $E \neq \emptyset$, we write $\Omega(E)$ for the set $\{0, 1\}^E$; its elements are called edge configurations in $E$. The natural projections are given by $\omega \in \Omega(E) \mapsto \omega(e) \in \{0, 1\}$, where $e \in E$. An edge $e$ is called open in the configuration $\omega$ if $\omega(e) = 1$, and closed otherwise. For $A \subset \mathbb{Z}^2$, let $\Omega_A = \Omega(\mathbb{E}^1(A))$, the set of the configurations within $A$ (recall that $\mathbb{E}^1(A)$ denotes the set of edges between sites in $A$). We set also $\Omega = \Omega_{\mathbb{Z}^2}$. Given $\omega \in \Omega$ and $E \subset \mathbb{E}^1$, we denote by $\omega(E)$ the restriction of $\omega$ to $\Omega(E)$. Given $\omega \in \Omega$, we denote by $\mathcal{O}(\omega)$ the set of the edges of $\mathbb{E}^1$ which are open in the configuration $\omega$. The connected components of the graph $(\mathbb{Z}^2, \mathcal{O}(\omega))$ are called $\omega$-clusters. The path $\gamma = (x_1, e_1, x_2, \ldots)$ is said to be $\omega$-open if all the edges $e_i$ belong to $\mathcal{O}(\omega)$. An edge $e = \{x, y\}$ is said to be wired in the configuration $\omega$ if there exists an $\omega$-open path joining the endvertices $x, y$ of $e$ which does not use the edge $e$ itself. Let $\omega \in \Omega$ and $V \subset \mathbb{Z}^2$ be a finite subset of $\mathbb{Z}^2$. The open clusters in $V$ are the connected components of the random graph $(V, \mathcal{O}(\omega(\mathbb{E}^1(V))))$. The number of open clusters in $V$ is denoted by $cl(\omega)$. Let $\mathcal{F}_V$ be the $\sigma$-field with atoms $\{\omega\}$, $\omega \in \Omega(V)$. For fixed $p \in [0, 1]$ and $q \geq 1$, the FK measure with parameters $(p, q)$ is a probability measure $\Phi^{p,q}_V$ on $\mathcal{F}_V$, defined by the formula

\begin{equation}
\forall \omega \in \Omega_V \quad \Phi^{p,q}_V([\omega]) = \frac{1}{Z^{p,q}_V} \left( \prod_{e \in E} p^{\omega(e)} (1 - p)^{1 - \omega(e)} \right) q^{cl(\omega)}
\end{equation}

where $Z^{p,q}_V$ is the appropriate normalization factor.
There exists $p_0(q)$ in $(0,1)$ such that, for any $p$ in $(p_0(q),1)$, the weak limit

$$\Phi_p^q = \lim_{V \to \mathbb{Z}^3} \Phi_p^q_V$$

exists and is the unique FK measure in infinite volume corresponding to the parameters $p,q$ [18, proof of Theorem 5.3]. We will work in this regime throughout the paper. By conditioning on the wiring status of the endvertices of a fixed edge, we obtain the following estimates for the probabilities of this edge to be open or closed:

$$\forall e \in \mathbb{E}^1 : \Phi_p^q(e \text{ is open}) \geq \frac{p}{p + q(1 - p)}, \quad \Phi_p^q(e \text{ is closed}) \geq 1 - p.$$

There is a partial order $\preceq$ in $\Omega$ given by $\omega \preceq \omega'$ if and only if $\omega(e) \leq \omega'(e)$ for every $e \in \mathbb{E}^1$. A function $f : \Omega \rightarrow \mathbb{R}$ is called increasing if $f(\omega) \leq f(\omega')$ whenever $\omega \preceq \omega'$. An event is called increasing if its characteristic function is increasing. A property of crucial importance is that for $q \geq 1$, $p > p_0(q)$, $\Phi_p^q$ satisfies the FKG inequality, i.e., for all $\mathcal{F}$-measurable bounded increasing functions $f,g$, we have (see [18])

$$\Phi_p^q(fg) \geq \Phi_p^q(f) \Phi_p^q(g).$$

**Lemma 4.2.** Let $p > p_0(q)$. Let $F$ be a fixed finite set of edges and let $N$ be an integer with $N \leq |F|$. Then

$$\Phi_p^q(\text{the edges of } F \text{ are closed, at least } N \text{ edges of } F \text{ are wired}) \leq \left(1 - \frac{p}{q}\right)^{|F|} q^{|F|} - N$$

**Proof.** We denote by $\mathcal{E}$ the event

$$\mathcal{E} = \{ \text{the edges of } F \text{ are closed, at least } N \text{ edges of } F \text{ are wired} \}.$$

Since we work in the region where there is uniqueness of the infinite volume FK measure, we have

$$\Phi_p^q(\mathcal{E}) = \lim_{\Lambda \to \mathbb{Z}^3} \Phi_p^q(\mathcal{E}).$$

Let $\Lambda$ be a box containing all the edges of $F$. To a configuration $\eta$ in $\Omega(\Lambda)$, we associate the configuration $\overline{\eta}$ obtained by changing the states of all the edges of $F$ and keeping the remaining edges unchanged. If at least $N$ edges of $F$ are wired in the configuration $\eta$, then $cl(\overline{\eta}) \geq cl(\eta) + N - |F|$. This follows by induction using the fact that edges in $F$ are closed. Therefore

$$\Phi_p^q(\mathcal{E}) \leq \frac{\sum \left( \prod_{\eta \in \mathcal{E} \cap \Omega(\Lambda)} p^{\eta(e)} (1 - p)^{1 - \eta(e)} \right) q^{cl(\eta)} \sum_{\eta \in \mathcal{E} \cap \Omega(\Lambda)} \left( \prod_{e \in \mathbb{E}^1(\Lambda)} p^{\overline{\eta}(e)} (1 - p)^{1 - \overline{\eta}(e)} \right) q^{cl(\overline{\eta})}}{\sum_{\eta \in \mathcal{E} \cap \Omega(\Lambda)} \left( \prod_{e \in \mathbb{E}^1(\Lambda)} p^{\eta(e)} (1 - p)^{1 - \eta(e)} \right) q^{cl(\eta)}} \leq \left(1 - \frac{p}{q}\right)^{|F|} q^{|F|} - N.$$

Letting $\Lambda$ grow to $\mathbb{Z}^3$, we obtain the inequality stated in the Lemma. \qed
Lemma 4.3. Let $p > \max(p_0(q), 1/2)$. Let $E, F, G$ be three finite sets of edges, with $G \subset F$. Then

$$\Phi^{p,q}_\infty (\text{the edges of } E \cup (F \setminus G) \text{ are closed, the edges of } G \text{ are open}) \leq \left(2q \frac{1-p}{p}\right)^{|F \setminus G|} \Phi^{p,q}_\infty (\text{the edges of } E \text{ are closed, the edges of } F \text{ are open}).$$

Proof. We denote by $E$ and $F$ the events

$$E = \{ \text{the edges of } E \cup (F \setminus G) \text{ are closed, the edges of } G \text{ are open} \},$$

$$F = \{ \text{the edges of } E \text{ are closed, the edges of } F \text{ are open} \}.$$ 

Since we work in the region where there is uniqueness of the infinite volume FK measure, we have

$$\Phi^{p,q}_\infty (E) = \lim_{\Lambda \to \mathbb{Z}^3} \Phi^{p,q}_\Lambda (E), \quad \Phi^{p,q}_\infty (F) = \lim_{\Lambda \to \mathbb{Z}^3} \Phi^{p,q}_\Lambda (F).$$

Let $\Lambda$ be a box containing all the edges of $E \cup F$. To a configuration $\eta$ in $\Omega(\Lambda)$, we associate the configuration $\overline{\eta}$ obtained by opening all the edges of $F \setminus G$ and keeping the remaining edges unchanged. We have $cl(\overline{\eta}) \geq cl(\eta) - |F \setminus G|$. Therefore

$$\Phi^{p,q}_\Lambda (E) = \frac{1}{Z^{p,q}_\Lambda} \sum_{\eta \in \Omega(\Lambda)} \left( \prod_{e \in \mathbb{E}^3(\Lambda)} p^{\eta(e)} (1-p)^{1-\eta(e)} \right) q^{cl(\eta)}$$

$$= \frac{1}{Z^{p,q}_\Lambda} \sum_{\rho \in \mathcal{F} \cap \Omega(\Lambda)} \sum_{\eta \in \mathcal{E} \cap \Omega(\Lambda), \eta = \rho} \left( \prod_{e \in \mathbb{E}^3(\Lambda)} p^{\eta(e)} (1-p)^{1-\eta(e)} \right) q^{cl(\eta)}$$

$$\leq \frac{1}{Z^{p,q}_\Lambda} \sum_{\rho \in \mathcal{F} \cap \Omega(\Lambda)} \left(2q \frac{1-p}{p}\right)^{|F \setminus G|} \left( \prod_{e \in \mathbb{E}^3(\Lambda)} p^{\rho(e)} (1-p)^{1-\rho(e)} \right) q^{cl(\rho)}$$

$$\leq \left(2q \frac{1-p}{p}\right)^{|F \setminus G|} \Phi^{p,q}_\Lambda (F).$$

Letting $\Lambda$ grow to $\mathbb{Z}^3$, we obtain the inequality stated in the Lemma. □

5. Proof of Theorem 1.1

Let $\nu$ belong to $S^2$ and let $A$ be a unit square orthogonal to $\nu$. Let cyl $A$ be the cylinder $A + \mathbb{R} \nu$. Let $n$ belong to $\mathbb{N}$. We define $\mathcal{E}(n, A, \nu)$ as the collection of all the subsets $E \subset \mathbb{E}^3$ such that

- $E$ is a finite connected subset of $n c y l A$.
- $E$ separates $n c y l A$ in at least two unbounded components.
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• The edges of $E$ at distance less than 6 from $\partial n \text{cyl} A$ are at distance less than 6 from $nA$. We define next the event

$$W(n, A, \nu) = \{ \text{there exists } E \in \mathcal{E}(n, A, \nu) \text{ such that all the edges of } E \text{ are closed} \}.$$  

The only difference between the collections of edges in $\mathcal{E}(n, A, \nu)$ and those realizing the event appearing in the definition of the surface tension is the additional connectedness constraint. The next lemma shows however that this constraint is irrelevant to compute the surface tension.

**Lemma 5.1.** Let $A$ be a square in $\mathbb{R}^3$. Let $E$ be a finite set of edges which separates $\infty$ in $\text{cyl} A$ and such that the edges of $E$ at distance less than 6 from $\partial \text{cyl} A$ are at distance less than 6 from $A$. Then there exists a connected subset $E^*$ of $E$ which separates $\infty$ in $\text{cyl} A$.

**Proof.** Let $Y$ be the union of plaquettes associated to edges in $E$. Note that this set disconnects $\text{cyl} A \setminus (\mathcal{V}(\partial \text{cyl} A, 6) \cap \mathcal{V}(A, 6))$ in a topological sense (no continuous path joins the top to the bottom). This is because any continuous path avoiding a set of plaquettes can be pushed onto a lattice path avoiding the same set of plaquettes. Let $X$ be the set $X = \mathcal{V}(Y, \varepsilon) \cup (\mathcal{V}(\partial \text{cyl} A, 6) \cap \mathcal{V}(A, 6))$. We locally modify $X$ at each vertex as follows: let $x$ be a vertex of a plaquette of $Y$. If $Y$ contains several plaquettes with vertex $x$ which are not connected locally (in the sense of not being connected via a chain of adjacent plaquettes containing $x$), separate $X$ near $x$ so that locally, different components of $Y$ correspond to different components of $X$: one can do this by pushing each local component of $X$ slightly off of $x$. Note that this does not destroy the property of $X$ of disconnecting $\text{cyl} A \setminus (\mathcal{V}(\partial \text{cyl} A, 6) \cap \mathcal{V}(A, 6))$.

Now $\partial X$ consists of closed two-manifolds and by the generalized Schoenflies theorem [29], at least one component $C$ of $\partial X \cap \text{cyl} A$ disconnects $\text{cyl} A \setminus (\mathcal{V}(\partial \text{cyl} A, 6) \cap \mathcal{V}(A, 6))$. Let $E^*$ be the set of edges corresponding to plaquettes in the $\varepsilon$-neighborhood of $C$. Then $E^*$ is connected (in the sense that any two plaquettes are connected by a path of adjacent plaquettes) and separates $\infty$ in $\text{cyl} A$. □

**Corollary 5.2.** We have

$$\tau(\nu, p) = \lim_{n \to \infty} \frac{1}{n^2} \ln \Phi_{\infty}^{p,q}(W(n, A, \nu)).$$

We define $f(n, A, \nu)$ to be the minimal number of edges of a set in $\mathcal{E}(n, A, \nu)$, that is,

$$f(n, A, \nu) = \min \{|E| : E \in \mathcal{E}(n, A, \nu)\}$$

and $\phi(n, A, \nu)$ to be the number of elements in $\mathcal{E}(n, A, \nu)$ having minimal cardinality, i.e.,

$$\phi(n, A, \nu) = |\{E \in \mathcal{E}(n, A, \nu) : |E| = f(n, A, \nu)\}|.$$
Lemma 5.3. For any \( \nu \) in \( S^2 \), any unit square \( A \) orthogonal to \( \nu \), we have

\[
\lim_{n \to \infty} \frac{1}{n^2} f(n, A, \nu) = |\nu|_1,
\]

\[
\lim_{n \to \infty} \frac{1}{n^2 |\nu|_1} \ln \phi(n, A, \nu) = \text{ent}(\nu)
\]

where \( \text{ent}(\nu) \) is the function defined in Theorem 1.1.

**Proof.** For the first statement, note that the projection of \( A \) onto the \( xy \)-axis has area \( |\nu_z| \), the absolute value of the \( z \)-component of \( \nu \). Similarly the projections onto the \( xz \) and \( yz \) axes have areas \( |\nu_y| \) and \( |\nu_x| \) respectively. Replacing edges in \( E \) by their plaquettes, we clearly need at least \( n^2 |\nu_z| + O(n) \) plaquettes of type \( xy \), \( n^2 |\nu_y| + O(n) \) plaquettes of type \( xz \), and \( n^2 |\nu_x| + O(n) \) plaquettes of type \( yz \) for \( E \) to disconnect \( ncyl A \). It is also easy to see that these are enough: take the set \( X \) of unit lattice cubes intersecting \( nA \); the upper boundary of \( X \) is an element of \( \mathcal{E}(n, A, \nu) \) with the required number of plaquettes.

For the second statement, see [10, Theorem 4.1]. In particular setting \( d = 0 \) in the entropy formula of [10] yields the desired entropy formula for lozenge tilings. \( \square \)

Let now \( q \geq 1 \) be fixed and let \( p \) belong to \((p_0(q), 1]\). We set

\[
\Delta(n, p) = \frac{1}{n^2} \ln \Phi_{\infty}^{p,q}(W(n, A, \nu)) - \frac{1}{n^2} f(n, A, \nu) \ln(1 - p).
\]

Lemma 5.3 and the definition of the surface tension imply immediately that

\[
\lim_{n \to \infty} \Delta(n, p) = -\tau(\nu, p) - |\nu|_1 \ln(1 - p).
\]

Thus the asymptotic expansion of Theorem 1.1 is equivalent to saying that

\[
\lim_{p \to 1} \lim_{n \to \infty} \Delta(n, p) = |\nu|_1 \text{ent}(\nu).
\]

We will prove the even stronger statement

\[
\lim_{(n, p) \to (\infty, 1)} \Delta(n, p) = |\nu|_1 \text{ent}(\nu).
\]

To this end, we study separately the infimum and the supremum limits of \( \Delta(n, p) \).
Lemma 5.4. For any \( \nu \) in \( S^2 \), any unit square \( A \) orthogonal to \( \nu \), we have

\[
\liminf_{(n,p) \to (\infty,1)} \Delta(n,p) \geq |\nu|_1 \operatorname{ent}(\nu).
\]

Proof. Let \( D(n,A,\nu) \) be the set of the edges which are at distance less than 6 from the boundary of \( n \text{cyl} A \) and at distance less than 6 from \( nA \). Let \( E \in \mathcal{E}(n,A,\nu) \). Let \( F \) be the set of edges which share a vertex with an edge of \( E \) but which are not in \( E \). Let \( W(E) \) be the event: all the edges of \( E \) are closed and all the edges in

\[
E^* \doteq (n \text{cyl} A) \cap [(D(n, A, \nu) \setminus E) \cup F]
\]

are open. Whenever \( W(E) \) occurs, the set \( E \) is the unique element of \( \mathcal{E}(n,A,\nu) \) realizing the event \( W(n, A, \nu) \). Therefore the events

\[
W(E), \quad E \in \mathcal{E}(n, A, \nu), \quad |E| = f(n, A, \nu)
\]

for different \( E \)'s are pairwise disjoint and

\[
\Phi_{\infty}^{p,q}(W(n,A,\nu)) \geq \sum_{E \in \mathcal{E}(n,A,\nu), |E|=f(n,A,\nu)} \Phi_{\infty}^{p,q}(W(E)).
\]

We fix now a set of edges \( E \) in \( \mathcal{E}(n,A,\nu) \) such that \( |E| = f(n,A,\nu) \) and we compute a lower bound on \( \Phi_{\infty}^{p,q}(W(E)) \) as follows:

\[
\Phi_{\infty}^{p,q}(W(E)) = \Phi_{\infty}^{p,q}(\text{the edges of } E \text{ are closed, the edges of } E^* \text{ are open}) = \Phi_{\infty}^{p,q}(\text{the edges of } E \text{ are closed} \mid \text{the edges of } E^* \text{ are open}) \Phi_{\infty}^{p,q}(\text{the edges of } E^* \text{ are open}).
\]

There exists a constant \( c \) such that \( |D(n,A,\nu)| \leq cn \), hence

\[
|E^*| \leq cn + 5|E| \leq cn + 5f(n,A,\nu)
\]

and, using the FKG inequality with the lower bound on the probability of an edge to be open,

\[
\Phi_{\infty}^{p,q}(\text{the edges of } E^* \text{ are open}) \geq \prod_{e \in E^*} \Phi_{\infty}^{p,q}(e \text{ open}) \geq \left( \frac{p}{p+q(1-p)} \right)^{cn+5f(n,A,\nu)}.
\]

On the other hand, if we define

\[
\partial^{\text{vert}}E = \{ x \in \mathbb{Z}^3 : \exists y,z \in \mathbb{Z}^3, \{x,y\} \in \mathbb{E}^1 \setminus E, \{x,z\} \in E \}
\]

we have
\[ \Phi_{p,q}^\infty (\text{the edges of } E \text{ are closed} \mid \text{the edges of } E^* \text{ are open}) \geq \Phi_{p,q}^\infty (\text{the edges of } E \text{ are closed} \mid \text{the vertices of } \partial_{\text{vert}} E \text{ are wired}) \geq (1 - p) f(n, A, \nu) \]
so that
\[ \Phi_{p,q}^\infty (W(E)) \geq (1 - p) f(n, A, \nu) \left( \frac{p}{p + q(1 - p)} \right) cn + 5 f(n, A, \nu) . \]
Plugging this estimate in the initial sum, we get
\[ \Phi_{p,q}^\infty (W(n, A, \nu)) \geq \phi(n, A, \nu) (1 - p) f(n, A, \nu) \left( \frac{p}{p + q(1 - p)} \right) cn + 5 f(n, A, \nu) \]
and for \( n \in \mathbb{N}, p \in (p_0(q), 1], \)
\[ \Delta(n, p) \geq \frac{1}{n^2} \ln \phi(n, A, \nu) + (\frac{c}{n} + \frac{5}{n^2} f(n, A, \nu)) \ln \left( \frac{p}{p + q(1 - p)} \right) \]
Sending \((n, p)\) to \((\infty, 1)\) and using Lemma 5.3, we obtain the claim of Lemma 5.4. \( \Box \)

We turn now to the study of the supremum limit of \( \Delta(n, p) \). We consider the general case where \( \nu \) belongs to the positive orthant \( O_+ = \{ (x, y, z) \in (\mathbb{R}^+)^3, x + y + z > 0 \} \).

The first step is to reduce the problem to collections of edges which are close to the minimal ones. To this end, we relax the definitions with the help of an additional parameter \( \alpha \) representing the allowed fraction of additional edges. For \( \alpha \) in \([0, \infty]\) (the values 0 and \( \infty \) are not excluded), we define successively
\[ E(n, A, \nu, \alpha) = \{ E \in \mathcal{E}(n, A, \nu) : |E| \leq f(n, A, \nu) + \alpha n^2 \} , \]
\[ \phi(n, A, \nu, \alpha) = |\mathcal{E}(n, A, \nu, \alpha)| . \]

We define the event
\[ W(n, A, \nu, \alpha) = \{ \text{there exists } E \in \mathcal{E}(n, A, \nu, \alpha) \text{ such that all the edges of } E \text{ are closed} \} . \]

For the particular values \( \alpha = 0, \infty \), the previous definitions yield
\[ \mathcal{E}(n, A, \nu, \infty) = \mathcal{E}(n, A, \nu) , \quad W(n, A, \nu, \infty) = W(n, A, \nu) , \quad \phi(n, A, \nu, 0) = \phi(n, A, \nu) . \]

We set finally
\[ \Delta(n, p, \alpha) = \frac{1}{n^2} \ln \Phi_{p,q}^\infty (W(n, A, \nu, \alpha)) - \frac{1}{n^2} f(n, A, \nu) \ln(1 - p) . \]

We first show that the study can be reduced to \( \Delta(n, p, \alpha) \).
Lemma 5.5. For any positive $\alpha$, we have
\[ \limsup_{(n,p) \to (\infty,1)} \Delta(n, p, \alpha) = \limsup_{(n,p) \to (\infty,1)} \Delta(n, p). \]

Proof. Clearly, for any $\alpha > 0$, any $n \in \mathbb{N}$ and $p < 1$, we have $\Delta(n, p, \alpha) \leq \Delta(n, p)$ and therefore
\[ \limsup_{(n,p) \to (\infty,1)} \Delta(n, p, \alpha) \leq \limsup_{(n,p) \to (\infty,1)} \Delta(n, p). \]

Let us prove the converse inequality. There exists a constant $c_0 \geq 1$ such that, for any $m \in \mathbb{N}$,
\[ |\{ F \subset E^1 : F \text{ connected, } |F| = m, \text{ F contains an edge with 0 as vertex}\}| \leq c_0^m. \]

Let $D(n, A, \nu)$ be the set of the edges which are at distance less than 6 from the boundary of $ncyl A$ and at distance less than 6 from $nA$. We have
\[ \Phi_{\infty}^{p,q}(W(n, A, \nu)) - \Phi_{\infty}^{p,q}(W(n, A, \nu, \alpha)) \leq \Phi_{\infty}^{p,q}\left( \begin{array}{c} \text{there is a connected set } E \text{ of closed edges such that} \\ E \cap D(n, A, \nu) \neq \emptyset \text{ and } |E| \geq f(n, A, \nu) + \alpha n^2 \end{array} \right) \]
\[ \leq |D(n, A, \nu)| \sum_{m \geq f(n, A, \nu) + \alpha n^2} \sum_{F} \Phi_{\infty}^{p,q}(\text{all the edges of } F \text{ are closed}) \]

where the last summation extends over all connected sets of edges $F$ such that $|F| = m$ and $F$ contains an edge with 0 as endvertex. Using (9) and applying Lemma 4.2, we get
\[ \Phi_{\infty}^{p,q}(W(n, A, \nu)) - \Phi_{\infty}^{p,q}(W(n, A, \nu, \alpha)) \leq |D(n, A, \nu)| \sum_{m \geq f(n, A, \nu) + \alpha n^2} \left( c_0 \frac{q(1-p)}{p} \right)^m. \]

There exists a constant $c_1$ such that $|D(n, A, \nu)| \leq c_1 n^2$. For $p$ sufficiently close to 1, so that $c_0 q (1-p)/p < 1/2$, we have thus
\[ \Phi_{\infty}^{p,q}(W(n, A, \nu)) - \Phi_{\infty}^{p,q}(W(n, A, \nu, \alpha)) \leq 2c_1 n^2 \left( c_0 \frac{q(1-p)}{p} \right) f(n, A, \nu) + \alpha n^2. \]

Using the inequality $\Phi_{\infty}^{p,q}(W(n, A, \nu, \alpha)) \geq (1-p) f(n, A, \nu)$, we obtain
\[ \Delta(n, p) - \Delta(n, p, \alpha) = \frac{1}{n^2} \ln \left( 1 + \frac{\Phi_{\infty}^{p,q}(W(n, A, \nu)) - \Phi_{\infty}^{p,q}(W(n, A, \nu, \alpha))}{\Phi_{\infty}^{p,q}(W(n, A, \nu, \alpha))} \right) \]
\[ \leq 2c_1 \left( c_0 \frac{q(1-p)}{p} \right) f(n, A, \nu) + \alpha n^2 (1-p)^{-f(n, A, \nu)}. \]
There exists $n_1$ such that $f(n, A, \nu) \leq 2n^2|\nu|^1$ for $n \geq n_1$ and

$$\Delta(n, p) - \Delta(n, p, \alpha) \leq 2c_1 \left( (c_0 \frac{q}{p})^{2|\nu|^1} \left( c_0 \frac{q(1-p)}{p} \right)^{\alpha} \right)^{n^2} \cdot$$

Let $p_1 > p_0(q)$ be such that

$$\left( c_0 \frac{q}{p_1} \right)^{2|\nu|^1} \left( c_0 \frac{q(1-p_1)}{p_1} \right)^{\min(\alpha, 1)} < \frac{1}{2}.\]$$

For any $n \geq n_1$, any $p$ in $(p_1, 1)$, we have

$$\Delta(n, p) - \Delta(n, p, \alpha) \leq 2c_1 2^{-n^2}$$

which implies the desired inequality on the supremum limits. □

We next estimate the supremum limit of $\Delta(n, p, \alpha)$ with the help of $\phi(n, A, \nu, \alpha)$.

**Lemma 5.6.** For any positive $\alpha$, we have

$$\limsup_{(n,p) \to (\infty,1)} \Delta(n, p, \alpha) \leq \limsup_{n \to \infty} \frac{1}{n^2} \ln \phi(n, A, \nu, \alpha) + 3\alpha \ln q.\]$$

**Proof.** Using the symmetry of the lattice, we need only to consider vectors $\nu$ whose three coordinates are non-negative. To avoid unessential discussions, we suppose also that all three coordinates of $\nu$ are strictly positive. Let as usual $A$ be a unit square orthogonal to $\nu$; for simplicity we suppose that $A$ is centered at the origin. The main technical problem to get the correct upper bound on $\Delta(n, p, \alpha)$ is to show that, whenever $p$ is close to 1 and the event $W(n, A, \nu, \alpha)$ occurs, most of the closed edges realizing the event have their endvertices wired. Let $D(n, A, \nu)$ be the set of the edges which are at distance less than 6 from the boundary of $n \text{cyl} A$ and at distance less than 6 from $nA$. Let us define

$$P_1(n, A) = \left\{ (x, y) \in \mathbb{Z} \times \mathbb{Z} : \exists z \in \mathbb{Z} \quad d_2((x, y, z), nA) \leq 1, \forall z \in \mathbb{Z} \quad d_2((x, y, z), D(n, A, \nu)) \geq 2 \right\}$$

and for $E$ a set of edges and $x, y$ in $\mathbb{Z} \times \mathbb{Z}$,

$$\pi_1(E, x, y) = \left\{ e \in E : \exists z \in \mathbb{Z} \quad e = ((x, y, z), (x, y, z + 1)) \right\}.\]$$
Let \((x, y)\) belong to \(P_1(n, A)\). Then the set of edges \(\{(x, y, z), (x, y, z+1)\}, z \in \mathbb{Z}\), contains a finite path of edges linking the two connected components of
\[
\{ w \in \mathbb{R}^3 : d_2(w, n\partial\text{cyl} A) < 6 \leq d_2(w, nA) \}.
\]

Let \(E\) be a set of edges in \(\mathcal{E}(n, A, \nu)\). Since by definition \(E\) contains no edge having an endvertex in the above set, necessarily at least one edge of the previous path belongs to \(E\).

We define next
\[
T_1(E) = \bigcup_{(x, y) \in P_1(n, A)} \pi_1(E, x, y), \quad T_1^*(E) = \bigcup_{(x, y) \in P_1(n, A), |\pi_1(E, x, y)|=1} \pi_1(E, x, y).
\]

We define the analogous quantities related to the two other directions parallel to the axis, \(P_i(n, A), \pi_i(E, x, y), T_i(E), T_i^*(E), 1 \leq i \leq 3\).

We proceed now to estimating \(\Phi_{p,q}^{\infty}(W(n, A, \nu, \alpha))\). We write
\[
(10) \quad \Phi_{p,q}^{\infty}(W(n, A, \nu, \alpha)) \leq \sum_{E \subseteq \mathcal{E}(n, A, \nu, \alpha)} \Phi_{p,q}^{\infty}(\text{the edges of } E \text{ are closed}).
\]

Let \(V(E)\) be the set of the vertices belonging to an edge of \(E\). Since \(E\) is connected, then \(V(E)\) is \(L^1\)-connected and therefore \(L^\infty\)-connected. Let \(R\) be the unbounded \(L^1\) component of \(V(E)^c\). By Lemma 4.1, \(\partial_{\infty} R\) is \(L^1\) connected. Let \(F\) be the edges having an endvertex in \(\partial_{\infty} R\). Let us denote by \(E\) the event
\[
E = \{ \text{the edges of } E \text{ are closed, the edges of } F \text{ are open} \}.
\]

We have, using Lemma 4.3,
\[
\Phi_{p,q}^{\infty}(\text{the edges of } E \text{ are closed}) \leq \sum_{G \subseteq F} \Phi_{p,q}^{\infty}(\text{the edges of } E \cup (F \setminus G) \text{ are closed, the edges of } G \text{ are open})
\]
\[
\leq \sum_{G \subseteq F} \left(2q - \frac{1}{p}\right)^{|F \setminus G|} \Phi_{p,q}^{\infty}(E) \leq \sum_{0 \leq N \leq |F|} \sum_{G \subseteq F, |G| = N} \left(2q - \frac{1}{p}\right)^{|F| - N} \Phi_{p,q}^{\infty}(E)
\]
\[
\leq \sum_{N \leq |F|} \left(\frac{|F|}{N}\right) \left(2q - \frac{1}{p}\right)^{|F| - N} \Phi_{p,q}^{\infty}(E) = \left(1 + 2q - \frac{p}{p}\right)^{|F|} \Phi_{p,q}^{\infty}(E).
\]

Yet \(|E| \leq f(n, A, \nu) + \alpha n^2\), thus for \(n\) large enough, \(|V(E)| \leq 2(2\nu|1 + \alpha)n^2\) and \(|F| \leq c_1 n^2\) with some positive constant \(c_1\) so that
\[
\Phi_{p,q}^{\infty}(\text{the edges of } E \text{ are closed}) \leq \left(1 + 2q - \frac{p}{p}\right)^{c_1 n^2} \Phi_{p,q}^{\infty}(E).
\]
On the event $\mathcal{E}$, all the edges of $F$ are open, hence all the vertices of $\partial_{\infty}^{in} R$ are connected by open paths. Moreover, the endvertices of any edge in $T_1^*(E) \cup T_2^*(E) \cup T_3^*(E)$ are connected by an open edge of $F$ to a vertex of $\partial_{\infty}^{in} R$. In conclusion, on the event $\mathcal{E}$, all the edges in $T_1^*(E) \cup T_2^*(E) \cup T_3^*(E)$ have their endvertices wired. Whenever $(x, y) \in P_1(n, A)$ and $|\pi_1(E, x, y)| \neq 1$, the line $\{(x, y, z) : z \in \mathbb{Z}\}$ contains at least two edges of $E$, therefore

$$\sum_{1 \leq i \leq 3} |T_i^*(E)| + 2(|P_i(n, A)| - |T_i^*(E)|) \leq |E|$$

whence

$$\sum_{1 \leq i \leq 3} |T_i^*(E)| \geq 2 \sum_{1 \leq i \leq 3} |P_i(n, A)| \geq f(n, A, \nu) - 2\alpha n^2,$$

the last inequality being valid for $n$ large enough, since

$$\lim_{n \to \infty} \frac{1}{n^2} \sum_{1 \leq i \leq 3} |P_i(n, A)| = |\nu|_1.$$

Thus at least $f(n, A, \nu) - 2\alpha n^2$ edges of $E$ have their endvertices wired together. By Lemma 4.2, we have

$$\Phi_{p,q}^{\infty}(E) \leq \Phi_{p,q}^{\infty}(\text{the edges of } E \text{ are closed, at least } f(n, A, \nu) - 2\alpha n^2 \text{ edges of } E \text{ are wired}) \leq \left(1 - \frac{p}{p}\right) f(n, A, \nu) q^{3\alpha n^2}.$$

Plugging this estimate in (10) and (11), we obtain

$$\Phi_{p,q}^{\infty}(W(n, A, \nu, \alpha)) \leq \phi(n, A, \nu, \alpha) \left(1 + 2\frac{q}{p}(1 - p)\right) c_1 n^2 \left(\frac{1 - p}{p}\right) f(n, A, \nu) q^{3\alpha n^2}$$

whence

$$\Delta(n, p, \alpha) \leq \frac{1}{n^2} \ln \phi(n, A, \nu, \alpha) + c_1 \ln \left(1 + 2q(1 - p)/p\right) + 3\alpha \ln q - \frac{f(n, A, \nu)}{n^2} \ln p.$$

Taking the supremum limit as $(n, p) \to (\infty, 1)$ yields the desired result. □

We finally prove that the entropy is continuous with respect to $\alpha$ at $\alpha = 0$. 31
Lemma 5.7. For any $\nu$ in $S^2$, we have
\[
\lim_{\alpha \to 0} \limsup_{n \to \infty} \frac{1}{n^2} \ln \phi(n, A, \nu, \alpha) = |\nu|_{1\text{ent}}(\nu).
\]

Proof. Using the symmetry of the lattice, we need only to consider vectors $\nu$ whose three coordinates are non-negative. To avoid unessential discussions, we suppose also that all three coordinates of $\nu$ are strictly positive. Let as usual $A$ be a unit square orthogonal to $\nu$; for simplicity we suppose that $A$ is centered at the origin. Let $P_{111}$ be the plane containing the origin and orthogonal to the vector $(1, 0, 1)$, i.e.,
\[
P_{111} = \{ (x, y, z) \in \mathbb{R}^3 : x + y + z = 0 \}.
\]
Let also $\pi_{111}$ be the projection on $P_{111}$ parallel to the direction $(1, 1, 1)$. Let $D$ be the parallelogram $D = \pi_{111}(nA)$. Let $k$ be an integer. We tile $D$ with $k^2$ translates of $D/k$, which we denote by $D_i$, $1 \leq i \leq k^2$. Let $E \in \mathcal{E}(n, A, \nu, \alpha)$. For $n$ sufficiently large, we have $|\nu|n^2 - an^2 \leq f(n, A, \nu) \leq |\nu|n^2 + an^2$ hence $|\nu|n^2 - an^2 \leq |E| \leq |\nu|n^2 + 2an^2$. Let $E^* \in \mathcal{E}(n, A, \nu)$ be such that $|E^*| = f(n, A, \nu)$. Let $a^*, b^*, c^*$ (respectively $a, b, c$) be the number of the edges of $E^*$ (respectively $E$) parallel to the first, second and third axis respectively. We have
\[
\max(|a - a^*|, |b - b^*|, |c - c^*|) \leq 3an^2,
\]
\[
\lim_{n \to \infty} \frac{1}{n^2}(a^*, b^*, c^*) = \nu.
\]
The plaquette associated to an edge $e$ is denoted by $p(e)$. We say that a parallelogram $D_i$ is good if the $\pi_{111}$ projection of the plaquettes associated to $E$ above $D_i$ is one to one in the following sense:
\[
\forall e_1, e_2 \in E, \quad e_1 \neq e_2, \quad \mathcal{H}^2(\pi_{111}(p(e_1)) \cap \pi_{111}(p(e_2)) \cap D_i) = 0
\]
where $\mathcal{H}^2$ is the two dimensional Hausdorff measure. We denote by $I(E)$ the set of the indices of the good parallelograms. The area of the $\pi_{111}$ projection is the same for the three types of plaquettes; call this area $H$. Since $E$ belongs to $\mathcal{E}(n, A, \nu, \alpha)$, we have
\[
\mathcal{H}^2(\pi_{111}\left(\bigcup_{e \in E} p(e)\right)) \geq n^2|\nu|_1H - O(n)
\]
so that for $n$ large enough, the number of bad parallelograms is less than $3an^2$ and therefore $|I(E)| \geq k^2 - 3an^2$. If $B$ is a subset of $P_{111}$, we say that an edge $e$ is above $B$ if $\pi_{111}(p(e)) \cap B \neq \emptyset$. Let $\mathcal{B}(E)$ be the edges of $E$ which are above good parallelograms, i.e.,
\[
\mathcal{B}(E) = \{ e \in E : \exists i \in I(E) \quad \pi_{111}(p(e)) \cap D_i \neq \emptyset \}.
\]
Let next \( \mathcal{F}(E) \) be the edges of \( E \) which are above the boundaries of the parallelograms \( D_i, 1 \leq i \leq k^2 \), i.e.,
\[
\mathcal{F}(E) = \{ e \in E : \exists i \in \{1, \ldots, k^2\} \quad \pi_{111}(p(e)) \cap \partial D_i \neq \emptyset \}.
\]
We have \( |\mathcal{F}(E)| = k^2 O(n/k) = O(kn) \). Let finally \( \mathcal{M}(E) = (E \setminus \mathcal{B}(E)) \cup \mathcal{F}(E) \). Let \( i \) belong to \( I(E) \). The edges of \( E \) which are above \( D_i \) cut the cylinder of basis \( D_i \) and direction \( \nu \) in two infinite components and it has thus cardinality larger than \( |\nu|_1 n^2/k^2 - O(n/k) \). Therefore
\[
|\mathcal{M}(E)| \leq 2 \alpha n^2 + O(nk) + |\nu|_1 3 \alpha n^4/k^2.
\]
Since \( \mathcal{M}(E) \) is a connected set of edges intersecting \( D(n, A, \nu) \), the total number of possible configurations for \( \mathcal{M}(E) \) is less than
\[
\exp \left( O(2 \alpha n^2 + O(nk) + |\nu|_1 3 \alpha n^4/k^2) \right).
\]
We next estimate the number of possible configurations for \( \mathcal{B}(E) \) once \( \mathcal{M}(E) \) is given. For each \( i \) in \( I(E) \), let \( \mathcal{B}_i \) be the edges of \( \mathcal{B}(E) \) which are above \( D_i \) and let \( a_i, b_i, c_i \) be the number of the edges of \( \mathcal{B}_i \) parallel to the first, second and third axis respectively. The number of possible choices for \( \mathcal{B}_i \) corresponding to a fixed value of \( a_i, b_i, c_i \) is estimated with the help of the following lemma.

**Lemma 5.8.** Let \( R \) be a parallelogram in \( P_{111} \). Let \( a, b, c \) belong to \( \mathbb{N} \). Let \( \mathcal{B}(a, b, c, R) \) be the set of the collections \( \mathcal{B} \) of edges above \( R \) such that

- \( \mathcal{B} \) is connected and at least one edge of \( \mathcal{B} \) is at distance less than one from \( P_{111} \)
- the \( \pi_{111} \) projection of the collection of the plaquettes associated to \( \mathcal{B} \) is one to one and covers \( R \)
- the number of the edges of \( \mathcal{B} \) parallel to the first, second and third axis are equal to \( a, b, c \).

For any \( \varepsilon > 0 \), there exists \( n(\varepsilon) \) such that:
\[
\forall n \geq n(\varepsilon) \quad \forall (a, b, c) \in \mathbb{N}^3 \quad |\mathcal{B}(a, b, c, nR)| \leq \exp \left( (a + b + c)(\text{ent}(a, b, c) + \varepsilon) \right).
\]

**Remark.** Notice that whenever \( \mathcal{B}(a, b, c, nR) \) is not empty, then \( a + b + c \) is of order \( |\nu|_1 n^2 \).

**Proof.** This follows from [10, Theorem 1.1]: partition \( \mathcal{B}(a, b, c, nR) \) into sets having the same boundary configurations (the edges which project to an \( O(1) \) neighborhood of \( \partial nR \)). The size of each element of the partition is determined by the entropy formula of [10,
Theorem 1.1. The boundary configuration of largest entropy is the one whose boundary edges approximate a plane of slope \((a, b, c)\). The size of this element of the partition is less than \(\exp((a + b + c)(\text{ent}(a, b, c) + \varepsilon))\) uniformly over \((a, b, c)\) for \(a + b + c\) sufficiently large. Since the number of elements of the partition is at most exponential in the length of the boundary, whereas \(a, b, c\) are quadratic, summing over all elements of the partition gives the same bound up to a lower order error. □

We apply Lemma 5.8 to the parallelogram \(D_i\). For any \(\varepsilon > 0\), there exists \(\rho_0\) such that for any \(n, k\) such that \(k/n < \rho_0\), for each \(i\) in \(I(E)\), the number of possible choices for \(B_i\) corresponding to a fixed value of \(a, b, c\) is less than \(\exp\left((a_i + b_i + c_i)(\text{ent}(a_i, b_i, c_i) + \varepsilon)\right)\).

Letting
\[
a_I = \sum_{i \in I} a_i, \quad b_I = \sum_{i \in I} b_i, \quad c_I = \sum_{i \in I} c_i,
\]
we have
\[
\max(|a - a_I|, |b - b_I|, |c - c_I|) \leq |M(E)|
\]
whence
\[
\max(|a^* - a_I|, |b^* - b_I|, |c^* - c_I|) \leq 3\alpha n^2 + O(nk) + |\nu|_1|3\alpha n^4/k^2|.
\]
The concavity of \(\nu \in \mathbb{R}^3 \mapsto |\nu|_1\text{ent}(\nu)\) yields
\[
\sum_{i \in I} (a_i + b_i + c_i)\text{ent}(a_i, b_i, c_i) \leq (a_I + b_I + c_I)\text{ent}(a_I + b_I + c_I)
\]
and we conclude that the total number of possible configurations for \(B(E)\) once \(M(E), a_I, b_I, c_I\) are fixed is bounded above by
\[
\left(\frac{a_I + |I| - 1}{|I| - 1}\right)\left(\frac{b_I + |I| - 1}{|I| - 1}\right)\left(\frac{c_I + |I| - 1}{|I| - 1}\right)\exp\left((a_I + b_I + c_I)(\text{ent}(a_I, b_I, c_I) + \varepsilon)\right).
\]
(Recall that \(\frac{p+q-1}{q-1}\) is the number of ways to partition \(p\) identical elements into \(q\) labelled subsets.) We now choose \(\alpha < \rho_0^4\) and \(k = \alpha^{1/4}n\). We then have \(|I| \leq \sqrt{\alpha}n^2\) which implies
\[
\left(\frac{a_I + |I| - 1}{|I| - 1}\right) \leq \left(\frac{|\nu|_1 n^2 (1 + \sqrt{\alpha})}{\sqrt{\alpha} n^2}\right) = \exp(n^2O(\sqrt{\alpha} \ln \sqrt{\alpha})).
\]
Therefore
\[
\left(\frac{a_I + |I| - 1}{|I| - 1}\right)\left(\frac{b_I + |I| - 1}{|I| - 1}\right)\left(\frac{c_I + |I| - 1}{|I| - 1}\right) = \exp(O(\alpha^{1/4}n^2)).
\]
Now
\[
\max(|a^* - a_I|, |b^* - b_I|, |c^* - c_I|) \leq (3\alpha + O(\alpha^{1/4}) + 9\sqrt{\alpha})n^2 = O(\alpha^{1/4}n^2)
\]
so the number of possible values for \(a_I, b_I, c_I\) is bounded by \(O(\alpha^{3/4}n^6)\). Moreover \(\text{ent}\) is continuous with respect to the direction; hence there exists \(\rho_1 > 0\) such that, for \(\alpha < \rho_1\) and \(n\) sufficiently large, we have
\[
|a^* + b^* + c^* - |\nu||^2 \leq \varepsilon n^2, \quad |\text{ent}(\nu) - \text{ent}(a_I, b_I, c_I)| \leq \varepsilon.
\]
Putting together the previous estimates, we see that for \(\alpha < \min(\rho_0^4, \rho_1)\), and \(n\) sufficiently large, the total number of possible choices for \(E\) is less than
\[
O(\alpha^{3/4}n^6) \exp(O(\alpha^{1/4}n^2)) \exp\left((|\nu|_1 + \varepsilon)n^2(\text{ent}(\nu) + 2\varepsilon)\right).
\]
Since \(\varepsilon\) and \(\alpha\) can be chosen arbitrarily small, the desired estimate on \(\phi(n, A, \nu, \alpha)\) follows. \(\square\)

Lemmas 5.5, 5.6, 5.7 together imply the following result, which implies the expansion stated in Theorem 1.1.

**Corollary 5.9.** For any \(\nu\) in \(S^2\), any unit square \(A\) orthogonal to \(\nu\), we have
\[
\limsup_{(n,p) \to (\infty,1)} \Delta(n,p) \leq |\nu|_1 \text{ent}(\nu).
\]

It remains to prove that the expansion is uniform with respect to \(\nu\) in \(S^2\). For \(\epsilon > 0\), let \(T_\epsilon\) be the symmetry in \(\mathbb{R}^3\) defined by
\[
\forall x \in \mathbb{R}^3 \quad T_\epsilon(x) = \frac{\epsilon}{\epsilon} - x \quad \text{where } \epsilon = (1,1,1).
\]
Since \(\tau(\nu, p)\) is the support function of \(W_\tau\), we have for any \(\nu\) in \((\mathbb{R}^+)^3\)
\[
|\nu|_2 \tau\left(\frac{\nu}{|\nu|_2}, p\right) = \sup_{w \in W_\tau} w \cdot \nu = \sup_{w \in T_\epsilon(\mathbb{W}_\tau)} T_\epsilon(w) \cdot \nu = \frac{\epsilon \cdot \nu}{\epsilon} + \sup_{w \in T_\epsilon(\mathbb{W}_\tau(\nu,p))} -w \cdot \nu.
\]
Restricting this identity to \(S^2 \cap (\mathbb{R}^+)^3\), we get
\[
\forall \nu \in S^2 \cap (\mathbb{R}^+)^3 \quad \tau(\nu, p) - \frac{|\nu|_1}{\epsilon} = \sup_{w \in T_\epsilon(\mathbb{W}_\tau)} -w \cdot \nu
\]
which converges pointwise towards \(-|\nu|_1\text{ent}(\nu)\). By homogeneity we see that
\[
\nu \mapsto |\nu|_2 \tau\left(\frac{\nu}{|\nu|_2}, p\right) - \frac{|\nu|_1}{\epsilon}
\]
is a sequence of convex functions from \((\mathbb{R}^+)^3\) to \(\mathbb{R}\) which converges pointwise to the continuous function \(-|\nu|_1\text{ent}(\nu)\). The uniformity stated in Theorem 1.1 follows from the following lemma.
Lemma 5.10. Let \((f_n)_{n \in \mathbb{N}}\) be a sequence of convex functions from \((\mathbb{R}^+)^d\) to \(\mathbb{R}\) which converges pointwise to a continuous function \(f\). Then the convergence is uniform on any compact set included in \((\mathbb{R}^+)^d\).

Remark. A classical result shows that the convergence is uniform on any compact set included in the interior of \((\mathbb{R}^+)^d\) (see for instance [28, Theorem 10.8]). For a related result concerning more complicated domains, see [19].

Proof. The proof is done by induction on the dimension \(d\). In the case \(d = 0\), \((\mathbb{R}^+)^0 = \{0\}\) and pointwise convergence implies uniform convergence! Suppose now that the result holds in dimension \(d - 1\) where \(d\) is a fixed integer, \(d \geq 1\). Let \((f_n)_{n \in \mathbb{N}}\), \(f\) be functions from \((\mathbb{R}^+)^d\) to \(\mathbb{R}\) satisfying the hypothesis of the lemma. Let \(\epsilon > 0\) and \(M > 0\). The function \(f\) is uniformly continuous on the compact set \([0, M]^d\), thus

\[
\exists \delta > 0 \quad \forall x, y \in [0, M]^d \quad |x - y|_2 < 2\sqrt{d}\delta \quad \Rightarrow \quad |f(x) - f(y)| < \epsilon .
\]

By the classical result quoted in the above remark, the sequence \((f_n)_{n \in \mathbb{N}}\) converges uniformly to \(f\) on \([\delta, M]^d\), hence

\[
\exists N_1(\delta, M, \epsilon) \quad \forall n \geq N_1 \quad \forall x \in [\delta, M]^d \quad |f_n(x) - f(x)| < \epsilon .
\]

For each \(k \in \{1, \ldots, d\}\), the restrictions of the functions \((f_n)_{n \in \mathbb{N}}\), \(f\) to the \(d-1\) dimensional hyperplane \(x_k = 0\) (\(x_k\) is the \(k\)-th coordinate in the canonical basis of \(\mathbb{R}^d\)) are convex functions from \((\mathbb{R}^+)^{d-1}\) to \(\mathbb{R}\) which satisfy the induction hypothesis. Therefore we have uniform convergence on the set

\[
D = [0, M]^d \cap \bigcup_{1 \leq k \leq d} \{ x \in \mathbb{R}^d : x_k = 0 \}
\]

that is,

\[
\exists N_2(M, \epsilon) \quad \forall n \geq N_2 \quad \forall x \in D \quad |f_n(x) - f(x)| < \epsilon .
\]

Let now \(n\) be an integer larger than \(\max(N_1, N_2)\). Let \(y\) belong to \([0, M]^d \setminus D \setminus [\delta, M]^d\). Let \(z_0\) be the orthogonal projection of \(y\) on \([\delta, M]^d\) (that is, the point of \([\delta, M]^d\) closest to \(y\)). Let \(z_1\) be the intersection of the line \((y, z_0)\) and \(D\) and let \(z_2\) be the point symmetric of \(y\) with respect to \(z_0\). We have \(|z_1 - z_0|_2 < \sqrt{d}\delta\). Since \(y\) belongs to the segment \([z_0, z_1]\), there exist \(\alpha, \beta \geq 0\) such that \(\alpha + \beta = 1\) and \(y = \alpha z_0 + \beta z_1\). By convexity and the previous inequalities, we have then

\[
f_n(y) \leq \alpha f_n(z_0) + \beta f_n(z_1) \leq \alpha f(z_0) + \beta f(z_1) + \epsilon \leq f(y) + 2\epsilon .
\]

Finally, we have also \(f_n(z_0) \leq (1/2)(f_n(y) + f_n(z_2))\) whence

\[
f_n(y) \geq 2f_n(z_0) - f_n(z_2) \geq 2f(z_0) - 2\epsilon - f(z_2) - \epsilon \geq f(y) - 6\epsilon .
\]

Thus we have uniform convergence over \([0, M]^d\) and the induction step is completed. \(\square\)
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