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Abstract. We study the exit path from a general domain after the last visit to a set of a Markov chain with rare transitions. We prove several large deviation principles for the law of the succession of the cycles visited by the process (the cycle path), the succession of the saddle points gone through to jump from cycle to cycle on the cycle path (the saddle path) and the succession of all the points gone through (the exit path). We estimate the time the process spends in each cycle of the cycle path and how it decomposes into the time spent in each point of the exit path. We describe a systematic method to find the most likely saddle paths. We apply these results to the reversible case of the Metropolis dynamics. We give in appendix the corresponding large deviation estimates in the non homogeneous case, which are corollaries of already published works by Catoni [8] and Trouvé [39,41].

Résumé. Nous étudions le chemin de sortie d’une chaîne de Markov à transitions rares après son dernier passage par un sous domaine d’un domaine quelconque. Nous établissons des estimées de grandes déviations pour la suite des cycles visités par le processus, la suite des points selle qu’il emprunte et la suite de tous les états constituant le support du chemin de sortie. Nous estimons aussi le temps passé en chaque cycle et sa répartition entre ses différents états. Nous décrivons une méthode systématique pour déterminer les suites de points selle les plus probables, et traitons plus en détail le cas particulier des dynamiques de Metropolis réversibles. Nous donnons en appendice des estimées de grandes déviations correspondant au cas plus général des chaînes non homogènes, qui s’obtiennent comme corollaires de travaux antérieurs de Catoni [8] et Trouvé [39,41].

ESAIM: Probability and Statistics is an electronic journal with URL address
http://www.emath.fr/ps/

Received October 1995, in revised form June 1996.
1991 Mathematics Subject Classification. 60J10 60F10 82C44.
Key words and phrases. Freidlin–Wentzell theory, large deviations, exit, metastability.

Typeset by \LaTeX
1. Introduction

Markov chains with rare transitions appear in a variety of contexts ranging from statistical mechanics to optimization and reliability theory. This discrete model of a dynamical system with small random perturbations has been studied for itself for the first time by Freidlin and Wentzell in connection with diffusion models [22]. Its main feature is that the transition rates are supposed to obey some large deviation principle with parameter $\beta$ (called the inverse temperature). In other words the transition rate between states $x$ and $y$ is assumed to be of order $\exp\left(-\beta V(x, y)\right)$ for some rate function $V$. Exponential rates come from the discrete approximation of more complex events, such as the jumps of a diffusion process with small perturbations from one attractor to another, or the rate of failure of a machine. They may also be used to simulate on a computer the distribution at thermal equilibrium of a system of particles or magnetic spins, called the Gibbs ensemble by physicists. They may even be used as a rough model for the microscopic dynamics of such a system of statistical mechanics (whether at equilibrium or not).

The convergence of Markov chains with rare transitions towards equilibrium becomes arbitrarily slow when temperature goes to zero. To solve this problem, which is crucial for simulations and optimization applications, time inhomogeneous Markov chains have been introduced under the name of simulated annealing algorithms. Many questions have been studied about the low temperature behaviour of both homogeneous and non homogeneous chains. Let us mention three of them: the question of the limiting behaviour of their invariant distributions (which is somehow a prerequisite to any further study), the rate of convergence of these chains towards equilibrium at low temperatures and the distribution of the exit times and points from subdomains of the state space. Two main approaches have proved successful to answer these questions: the semi-group approach, based on spectral gap estimates, and large deviation theory, where the distributions of exit times and points are estimated first. The semi-group approach started with Holley and Stroock [24] (see also Diaconis and Stroock [20]) and was first applied globally, to get results on the rate of convergence of simulated annealing algorithms toward equilibrium for slow evolutions of the temperature (see also Miclo [30]). Then it was realized that it was possible to localize it to get results on exit times and exit points. The first step in this direction was made by Götze [23]. It led to precise estimates for the joint distribution of the exit point and exit time from arbitrary subdomains and (almost) arbitrary $C^1$ temperature evolutions in Miclo [31,32], in case of continuous time dynamics. For a different point of view, based on backward equations and requiring some restrictive assumptions on the rate of decay of the temperature, see also Chiang and Chow [19].

The large deviation approach started with Freidlin and Wentzell's book on “Random Perturbations of Dynamical Systems”, where the homogeneous case is studied by graph techniques. Freidlin and Wentzell’s theory gives closed formulas for the distribution of the exit point from arbitrary subdomains and the expectation of the corresponding exit time. These authors
have also introduced a fundamental concept in the study of trajectories: the decomposition of the state space into cycles. A cycle is a subdomain in which the chain stays an exponential length of time and goes to and fro an exponential number of times between any pair of states before leaving. The construction of the cycles in the most general situation was not given by Freidlin and Wentzell, and was described in full detail for the first time seemingly by Hwang and Sheu (acknowledged in Chiang and Chow [18], and published in [27], but the preprint circulated a long time before). The study of the exit time and point from subdomains in the non homogeneous case was made in Catoni [5,6,8] for arbitrary non increasing temperature evolutions and reversible simulated annealing algorithms. The rough estimates (where the exponents are optimal but the constants before the exponents are not) were generalized to non necessarily reversible chains and arbitrary non increasing temperature evolutions by Trouvé [39,41] (English translations [40,42]). In these papers, the line of reasoning is inspired by Freidlin and Wentzell’s theory and the graph technique is replaced by induction proofs. Applications are made to the study of optimal or nearly optimal temperature evolutions (those giving approximately the largest probability to be in a state below a given energy level after some fixed large number of iterations). These tools were also applied to the theory of genetic algorithms by Cerf [12,13]. The first main question addressed in this context is the asymptotic behaviour of the invariant distribution [14]. Further insights into the dynamics of genetic algorithms can be obtained by analyzing the influence of the population size and the operators (mutation, crossover, selection) on the geometry of the cycles [15,16].

The large deviation approach was the first one to give results on the behaviour of trajectories and also the first one to be generalized to arbitrary non increasing temperature evolutions, this extension being made in the case of discrete time Markov chains. Moreover the “rough large deviation estimates” given in Catoni [8] and Trouvé [41] have the advantage to be uniform with respect to the energy function (or with respect to the rate function in the non reversible case). This allowed to prove that some type of exponential triangular temperature evolutions are robust, in the sense that they give an almost optimal convergence rate uniformly over compact sets of energy (or rate) functions.

Recently an important step was made in Miclo [31,32] along the semigroup approach. These two papers are the first from the “semi-group school” to deal with arbitrary $C^1$ temperature evolutions in the non-reversible case. They study the continuous time case, under the assumption that the generator is exactly equal to $q(x,y) \exp -\beta V(x,y)$ (whereas in Trouvé [41] the transition matrix has only to be of the same order as this quantity), and prove results for the renormalized exit times and points from subdomains with “sharp” constants. Sharp constants were also obtained in Catoni [6] for reversible Markov chains, and the generalization to the non reversible case should be feasible, but would be more complicated than Miclo’s proof, which does not rely on an induction argument.

Freidlin and Wentzell’s theory also had an echo in the domain of statistical physics, where homogeneous Markov chains with rare transitions were stud-
ied in connection with the metastability phenomenon (Olivieri and Scoppola [35,36]). In the study of metastability, one is interested in the occurrence of a partial equilibrium in a subdomain of the state space, as well as in the lifetime of these partial equilibria. The global relaxation time of the system is the time needed for partial equilibria to melt into a global one. The cycle decomposition of Freidlin and Wentzell gives a clear cut description of the metastability phenomenon and was reworked in this context by Olivieri and Scoppola [35,36]. One of the merits of these papers is that they have underlined the importance of the description of the escape path from metastable states for the understanding of the metastability phenomenon. They give a description of the most probable escape paths and a physical interpretation of the cycle decomposition in terms of renormalization procedures (see also Scoppola [38]).

The aim of this paper is to give a large deviation description of the escape path in the homogeneous case, using only simple proofs inherited directly from Freidlin and Wentzell’s graph method. We will prove various large deviation estimates related to the exit path of a homogeneous Markov chain with rare transitions from an arbitrary subdomain of the state space. Doing this, we will have in view mainly applications to the metastability problem, which will be given in Alonso and Cerf [1] and in Ben Arous and Cerf [2].

Let us also mention that, as proved in Catoni [10] and Cot and Catoni [11], piecewise constant temperature evolutions, if properly tuned, can give almost optimal convergence rates for the generalized simulated annealing algorithm. Moreover, another speed-up technique for the Metropolis algorithm, called the Iterated Energy Transformation algorithm and studied in Catoni [9], uses homogeneous Markov chains with rare transitions. Therefore the homogeneous case is also relevant for stochastic optimization.

We could have started with refined estimates from which we would have deduced coarser and coarser ones using the contraction principle of large deviation theory. We have instead chosen to proceed step by step from simple estimates to more refined ones. Although this is not the most economical approach from the mathematical point of view, we think it gives an easier understanding of the behaviour of the process. We start with a rough description of the exit path, where we study only the succession of the maximal cycles the process goes through. Then we look for the entrance and exit points of the visited cycles, thus describing the exit saddle path. We give precise estimates for the time the process spends in each cycle of the cycle path. We describe eventually more precisely the succession of arrows the trajectory is likely to go through and we give estimates for the time spent in each point. We put forward an efficient method to find the exit saddle paths the system is likely to take. We also simplify some results in the reversible case of a Metropolis dynamics. This method is applied to study the metastability of the three dimensional Ising model on a torus at very low temperatures in [2], the model dependent variational problems being solved in [1]. This study of a huge and intricate energy landscape would not have been possible without the use of a systematic way to find the exit path and illustrates the efficiency of the method.

We had claimed in our first submitted manuscript that we would basically
Markov chains with rare transitions prove nothing new if compared with the non homogeneous and therefore more general results contained in Catoni [8] and in Trouvé [41]. As one of the referees suggested to make this statement more precise, we give in appendix the non homogeneous formulation of the main results of the paper and indicate how to deduce them from Trouvé [41] (English translation Trouvé [42]).

2. The main problem

Let $E$ be a finite space. We consider a family of time homogeneous Markov chains $(X_n, P_\beta)$ on $E$ indexed by a positive parameter $\beta$ (the inverse temperature). More precisely, we consider the coordinate process $X = (X_n)_{n \in \mathbb{N}}$ on the space $E^\mathbb{N}$ defined by $X_n : (\omega_0, \ldots) \mapsto \omega_n$ together with a family of probabilities $(P_\beta)$ indexed by $\beta$; under each of them the coordinate process is a Markov chain. We suppose that these Markov chains are in the Freidlin–Wentzell regime, namely that their transition mechanisms satisfy

$$a(\beta) \exp -\beta V(x, y) \leq P_\beta(X_{n+1} = y/X_n = x) \leq a(\beta)^{-1} \exp -\beta V(x, y)$$

for all $x, y$ in $E$, where $\beta \mapsto a(\beta)$ is a positive function such that

$$\lim_{\beta \to \infty} \beta^{-1} \ln a(\beta) = 0$$

and $V : E \times E \to \mathbb{R}_+ \cup \{\infty\}$ is an irreducible cost function i.e.

$$\forall x, y \in E \times E \quad \exists i_0, i_1, \ldots, i_r \quad i_0 = x, \quad i_r = y,$$

$$V(i_0, i_1) + \cdots + V(i_{r-1}, i_r) < \infty.$$ 

For $C$ an arbitrary subset of $E$ we define the time $\tau(C, m)$ of exit from $C$ after time $m$

$$\tau(C, m) = \min\{n \geq m : X_n \notin C\}$$

(we make the convention that $\tau(C) = \tau(C, 0)$).

We define also the time $\theta(C, m)$ of the last visit to the set $C$ before time $m$

$$\theta(C, m) = \max\{n \leq m : X_n \in C\}$$

(if the chain has not visited $C$ before $m$, we take $\theta(C, m) = 0$).

Remark that $\tau$ is a stopping time when $m$ is deterministic whereas $\theta$ isn’t.

Let $G$ and $D$ be two subsets of $E$ such that $G \subset D$ and let $x$ be a starting point in $G$. Our aim is to describe the behaviour of the chain $(X_n)$ after its last visit to the set $G$ before it escapes from the set $D$. More precisely we will study the asymptotic behaviour as $\beta$ goes to infinity of the law of $(X_k, \tau(G, \tau(D)) \leq k \leq \tau(D))$. We will determine the points of $D \setminus G$ the Markov chain $(X_n)$ is likely to visit on its exit path as well as the typical times it spends in the subsets of $D \setminus G$ it crosses. The key idea to achieve this study, introduced by Catoni [6], is to decompose $D \setminus G$ into its maximal cycles and to focus on the jumps of $(X_n)$ between these cycles, which may be seen as abstract states.
3. Freidlin and Wentzell lemmas on Markov chains

These lemmas give useful formulas for the invariant measure and for the laws of the exit time and exit point for an arbitrary subset of $E$. These formulas are rational fractions of the coefficients of the transition matrix whose numerators and denominators are most conveniently written as sums over particular types of graphs.

**Definition 3.1.** (the graphs $G(W)$)

Let $W$ be an arbitrary non-empty subset of $E$.

An oriented graph on $E$ is called a $W$–graph if and only if

- there is no arrow starting from a point of $W$
- each point of $W^c$ is the initial point of exactly one arrow
- for each point $x$ in $W^c$, there exists a path in the graph leading from $x$ to $W$.

The set of all $W$–graphs is denoted by $G(W)$.

**Remark.** The third condition above is equivalent to

- there is no cycle in the graph.

**Definition 3.2.** (the graphs $G_{x,y}(W)$)

Let $W$ be an arbitrary non-empty subset of $E$, let $x$ belong to $E$ and $y$ to $W$.

If $x$ belongs to $W^c$, the set $G_{x,y}(W)$ is the set of all oriented graphs on $E$ such that

- there is no arrow starting from a point of $W$
- each point of $W^c$ is the initial point of exactly one arrow
- for each point $z$ in $W^c$, there exists a path in the graph leading from $z$ to $W$
- there exists a path in the graph leading from $x$ to $y$.

More concisely, they are the graphs of $G(W)$ which contain a path leading from $x$ to $y$.

If $x$ belongs to $W$, the set $G_{x,y}(W)$ is empty if $x \neq y$ and is equal to $G(W)$ if $x = y$.

**Remark.** The graphs in $G_{x,y}(W)$ have no cycles. For any $x$ in $E$ and $y$ in $W$, the set $G_{x,y}(W)$ is included in $G(W)$.

**Definition 3.3.** (the graphs $G(x \not\rightarrow W)$)

Let $W$ be an arbitrary non-empty subset of $E$ and let $x$ be a point of $E$.

If $x$ belongs to $W$ the set $G(x \not\rightarrow W)$ is empty.

If $x$ belongs to $W^c$ the set $G(x \not\rightarrow W)$ is the set of all oriented graphs on $E$ such that

- there is no arrow starting from a point of $W$
- each point of $W^c$ except one, say $y$, is the initial point of exactly one arrow
- there is no cycle in the graph
- there is no path in the graph leading from $x$ to $W$.

The third condition (no cycle) is equivalent to

- for each $z$ in $W^c \setminus \{y\}$, there is a path in the graph leading from $z$ to $W \cup \{y\}$.
**Lemma 3.4.** Let $W$ be an arbitrary non–empty subset of $E$ and let $x$ be a point of $E$.

The set $G(x \not\rightarrow W)$ is the union of all the sets $G_{x,y}(W \cup \{y\}), \ y \in W^c$.

**Remark.** In the case $x \in W^c, y \in W$, the definitions of $G_{x,y}(W)$ and $G(x \not\rightarrow W)$ are those given by Wentzell and Freidlin [22]. We have extended these definitions to cover all possible values of $x$. With our choice for the definition of the time of exit $\tau(W^c)$ (the first time greater than or equal to zero when the chain is outside $W^c$), the formulas for the law of $X_{\tau(W^c)}$ and for the expectation of $\tau(W^c)$ will remain valid in all cases.

Let $g$ be a graph on $E$, we define its probability $p_\beta(g)$ by

$$p_\beta(g) = \prod_{(x \rightarrow y) \in g} P_\beta(X_{n+1} = y / X_n = x).$$

**Lemma 3.5.** (expected number of visits before exit)

For any non–empty subset $W$ of $E$, $y$ in $W^c$ and $x$ in $E$,

$$\sum_{n=0}^{\infty} P_\beta(X_n = y, \tau(W^c) > n / X_0 = x) = \frac{\sum_{g \in G_{x,y}(W \cup \{y\})} p_\beta(g)}{\sum_{g \in G(W)} p_\beta(g)}.$$

This lemma, due to Catoni [10], may be used to prove the following three lemmas of Wentzell and Freidlin. For the sake of completeness, we reproduce the proof here.

**Proof.** Let us dismiss in this proof the subscript $\beta$, the lemma being true for any irreducible Markov chain with transition matrix $p$. The matrix

$$m(x, y) = \sum_{n=0}^{\infty} P(X_n = y, \tau(W^c) > n / X_0 = x)$$

is the unique solution of

$$\sum_{z \in W^c} (I(x, z) - p(x, z)) m(z, y) = I(x, y), \quad x, y \in W^c,$$

because $(I - p)_{W^c \times W^c}$ is invertible ($p$ being irreducible). As

$$p(x, x) = 1 - \sum_{z \in E \setminus \{x\}} p(x, z),$$

the preceding equation can be rewritten as

$$\sum_{z \in E \setminus \{x\}} p(x, z) m(x, y) = I(x, y) + \sum_{z \in (W \cup \{x\})^c} p(x, z) m(z, y). \quad (1)$$
Let
\[
\tilde{m}(x, y) = \sum_{g \in G_{x,y}(W \cup \{y\})} p(y) \left( \sum_{g \in G(W)} p(g) \right)^{-1}.
\]
We have
\[
\sum_{z \in \{x\}^c} p(x, z) \tilde{m}(x, y) = \left( \sum_{(z,g) \in C_1} p(x, z)p(g) \right) \left( \sum_{g \in G(W)} p(g) \right)^{-1},
\]
and
\[
\sum_{z \in (W \cup \{x\})^c} p(x, z) \tilde{m}(x, y) = \left( \sum_{(z,g) \in C_2} p(x, z)p(g) \right) \left( \sum_{g \in G(W)} p(g) \right)^{-1},
\]
where
\[
C_1 = \{(z,g) \in E \setminus \{x\} \times G(W \cup \{y\}) : g \in G_{x,y}(W \cup \{y\})\},
\]
\[
C_2 = \{(z,g) \in E \setminus \{W \cup \{x\}\} \times G(W \cup \{y\}) : g \in G_{x,y}(W \cup \{y\})\}.
\]
For a graph \(g\) with exactly one arrow starting from \(x\), we denote by \(g(x)\) the unique element \(z\) such that the arrow \(x \rightarrow z\) is present in \(g\). In the case when \(x \neq y\), consider the one to one change of variable \(\varphi : C_1 \rightarrow C_2\) defined by
\[
\varphi(z, g) = \begin{cases} 
(z, g) \in \{(x, g(x)) \cup \{x \rightarrow z\}\} & \text{if } g \in G_{x,y}(W \cup \{y\}) \\
(z, g) \in \{(x, g(x)) \cup \{x \rightarrow g(x)\}\} & \text{if } g \notin G_{x,y}(W \cup \{y\})
\end{cases}
\]
To check that it is one to one, it is enough to notice that its inverse is given by
\[
\varphi^{-1}(z, g) = \begin{cases} 
(z, g) \in \{(x, g(x)) \cup \{x \rightarrow z\}\} & \text{if } g \in G_{x,y}(W \cup \{y\}) \\
(z, g) \in \{(x, g(x)) \cup \{x \rightarrow g(x)\}\} & \text{if } g \notin G_{x,y}(W \cup \{y\})
\end{cases}
\]
Let \((z, g)\) belong to \(C_1\) and let \((z', g') = \varphi(z, g)\). We check that \(p(x, z)p(g) = p(x, z')p(g')\).
It follows that
\[
\sum_{(z,g) \in C_1} p(x, z)p(g) = \sum_{(z',g') \in C_2} p(x, z')p(g')
\]
and thus \(\tilde{m}\) satisfies equation (1) when \(x \neq y\).
In the case when \(x = y\), we have \(C_2 \subset C_1\), and we can consider the change of variable \(\varphi : C_1 \setminus C_2 \rightarrow G(W)\) defined by \(\varphi(z, g) = g \cup \{(y \rightarrow z)\}\). It is one to one since its inverse is given by \(\varphi^{-1}(g) = (g(y), g \setminus \{(y \rightarrow g(y))\})\).
Therefore
\[
\sum_{(z,g) \in C_1 \setminus C_2} p(y, z)p(g) = \sum_{g \in G(W)} p(g)
\]
and
\[
\left( \sum_{(z,g) \in C_1} p(y, z)p(g) \right) \left( \sum_{g \in G(W)} p(g) \right)^{-1} = 1 + \left( \sum_{(z,g) \in C_2} p(y, z)p(g) \right) \left( \sum_{g \in G(W)} p(g) \right)^{-1}.
\]
This shows that \(\tilde{m}\) satisfies equation (1) also when \(x = y\). \(\square\)
Lemma 3.6. (stationary measure)
The stationary measure $\mu_\beta$ of the Markov chain $((X_n)_{n \in \mathbb{N}}, P_\beta)$ is

$$\forall x \in E \quad \mu_\beta(x) = \frac{\sum_{g \in G(x)} p_\beta(g)}{\sum_{y \in E} \sum_{g \in G(y)} p_\beta(g)}.$$ 

Lemma 3.7. (exit point)
For any non-empty subset $W$ of $E$, any $y$ in $W$ and $x$ in $E$,

$$P_\beta(X_{\tau(W^c)} = y/X_0 = x) = \frac{\sum_{g \in G_{x,y}(W)} p_\beta(g)}{\sum_{g \in G(W)} p_\beta(g)}.$$ 

Lemma 3.8. (exit time)
For any subset $W$ of $E$ and $x$ in $E$,

$$E_\beta(\tau(W^c)/X_0 = x) = \frac{\sum_{y \in W^c} \sum_{g \in G_{x,y}(W \cup \{y\})} p_\beta(g)}{\sum_{g \in G(W)} p_\beta(g)} = \frac{\sum_{g \in G(x \not\rightarrow W)} p_\beta(g)}{\sum_{g \in G(W)} p_\beta(g)}.$$ 

4. The cycle decomposition

We now recall briefly some basic facts and definitions of quantities concerning the decomposition of $E$ into cycles. For a detailed exposition of this question, we refer the reader to Catoni [8,10] and Trouvè [39,40,41,42].

Definition 4.1. (cost of a graph)
We define the cost of a graph $g$ over $E$ by

$$V(g) = \sum_{(x \rightarrow y) \in g} V(x,y).$$

Clearly, we have $\lim_{\beta \to \infty} \ln p_\beta(g)/\beta = -V(g)$.

We next define a delicate but extremely useful tool.

Definition 4.2. (renormalized communication cost)
Lemma 3.7 implies the existence of the limits for any subset $D$ of $E$

$$\forall x \in D \quad \forall y \notin D \quad \lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(X_{\tau(D)} = y/X_0 = x) = C_D(x,y),$$

$$\forall x \notin D \quad \forall y \notin D \quad \lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(X_{\tau(D,1)} = y/X_0 = x) = C_D(x,y) = \min\{V(x,z)+V(g) : z \in D \cup \{y\}, g \in G_{x,y}(D^c)\} - \min\{V(g) : g \in G(D^c)\}.$$
For \( x \) in \( E \) and \( y \) in \( D \), \( x \neq y \), we set \( C_D(x, y) = C_{D \setminus \{y\}}(x, y) \). For \( x = y \), we set \( C_D(x, x) = 0 \). Thus \( C_D \) is defined over \( E \times E \). The quantity \( C_D(x, y) \) is called the renormalized communication cost in \( D \).

For a set \( A \), we define also \( C_D(x, A) = \min\{ C_D(x, y) : y \in A \} \).

**Remark.** The first formula for the renormalized communication cost (corresponding to the case \( x \in D, y \notin D \)) is the formula given by Wentzell and Freidlin.

**Remark.** If \( D \) is empty we have \( \tau(\emptyset, 1) = 1 \) and \( C_B(x, y) = V(x, y) \) for any \( x, y \in E \).

**Lemma 4.3.** For \( x \notin D \) and \( y \notin D \),
\[
C_D(x, y) = \min\{ V(x, z) + C_D(z, y) : z \in D \cup \{y\} \}.
\]

For \( x \in D \), \( y \in D \) and \( z \notin D \),
\[
C_D(x, z) \leq C_D(x, y) + C_D(y, z).
\]

**Proof.** The first equation is a direct consequence of the expression of the costs \( C_D(x, y) \) and \( C_D(z, y) \) in terms of graphs. A probabilistic proof is also possible: let \( x, y \) belong to \( D^c \); we have
\[
P_\beta(X_{\tau(D,1)} = y/X_0 = x) = \sum_{z \in D \cup \{y\}} P_\beta(X_{\tau(D)} = y/X_0 = z)P_\beta(X_1 = z/X_0 = x)
\]
and the first equation follows letting \( \beta \) tend to infinity.

Now let \( x \in D \), \( y \in D \) and \( z \in D^c \). We can decompose \( P_\beta(X_{\tau(D)} = z/X_0 = x) \) as
\[
P_\beta(X_{\tau(D \setminus \{y\})} = y, X_{\tau(D)} = z/X_0 = x) + P_\beta(X_{\tau(D \setminus \{y\})} = z/X_0 = x)
\]
\[
\geq P_\beta(X_{\tau(D \setminus \{y\})} = y, X_{\tau(D)} = z/X_0 = x)
\]
\[
= P_\beta(X_{\tau(D \setminus \{y\})} = y/X_0 = x)P_\beta(X_{\tau(D)} = z/X_0 = y).
\]

Letting \( \beta \) tend to infinity we obtain
\[
C_D(x, z) \leq C_{D \setminus \{y\}}(x, y) + C_D(y, z).
\]

Moreover by convention \( C_{D \setminus \{y\}}(x, y) = C_D(x, y) \). \( \square \)

For another construction of the renormalized communication cost, see Trouvée [40,41,42].

**Proposition 4.4.** (Properties of the renormalized communication cost)

For any subset \( D \) of \( E \) and for any point \( x \) in \( E \), the cost \( C_D(x, D^c) \) is null.

For any \( x, y \), the set function \( A \mapsto C_A(x, y) \) is non increasing i.e.
\[
A \subset B \quad \implies \quad C_A(x, y) \geq C_B(x, y).
\]

**Proof.** These properties are easy consequences of the probabilistic definition of the renormalized cost. Let us prove the last assertion. First we have \( C_A(x, y) = C_A \setminus \{y\}(x, y) \), \( C_B(x, y) = C_B \setminus \{y\}(x, y) \) and we may thus assume that \( y \) is in \( B^c \). We have the inclusion \( B^c \subset A^c \) so that for \( i = 0 \) or \( i = 1 \),
\[
\{ X_{\tau(A, i)} = y \} \subset \{ X_{\tau(B, i)} = y \} \implies P_\beta(X_{\tau(A, i)} = y) \leq P_\beta(X_{\tau(B, i)} = y)
\]
and finally \( C_A(x, y) \geq C_B(x, y) \). \( \square \)
**Definition 4.5.** (virtual energy)

Lemma 3.6 implies that for any $x$ in $E$,

$$
\lim_{\beta \to \infty} -\frac{1}{\beta} \ln \mu_{\beta}(x) = W(x)
$$

$$
= \min \{ V(g) : g \in G(\{x\}) \} - \min \{ V(g) : g \in G(\{y\}), y \in E \}.
$$

The quantity $W(x)$ is called the virtual energy of $x$.

For an arbitrary set $D$, we define its virtual energy $W(D)$ by

$$
W(D) = \min \{ W(x) : x \in D \}.
$$

The bottom $F(D)$ of $D$ is the set of points of $D$ with virtual energy $W(D)$ i.e.

$$
F(D) = \{ x \in D : W(x) = W(D) \}.
$$

**Definition 4.6.** (localized virtual energy)

For any subset $D$ of $E$, any point $x$ of $E$ and any $y$ in $D$, lemma 3.5 implies the existence of the limit

$$
\lim_{\beta \to \infty} -\frac{1}{\beta} \ln \sum_{n=0}^{\infty} P_{\beta}(X_n = y, \tau(D, 1) > n/X_0 = x) = W_D(x, y).
$$

The quantity $W_D(x, y)$ is the logarithmic rate of the potential of the Markov chain starting from $x$ and killed outside $D$. (Note that we do not use $W_D(x, y)$ with the same meaning as Freidlin and Wentzell [22].)

The expression of $W_D(x, y)$ in terms of graphs is for any $x$ in $D$ and $y$ in $D$,

$$
W_D(x, y) = \min \{ V(g) : g \in G_{x,y}(D^c \cup \{y\}) \} - \min \{ V(g) : g \in G(D^c) \}
$$

and for any $x$ in $D^c$ and $y$ in $D$,

$$
W_D(x, y) = \min \{ V(x, z) + V(g) : z \in D, g \in G_{z,y}(D^c \cup \{y\}) \}
$$

$$
- \min \{ V(g) : g \in G(D^c) \}
$$

$$
= \min \{ V(x, z) + W_D(z, y) : z \in D \}.
$$

**Lemma 4.7.** (link between the localized virtual energy and the renormalized cost)

Let $D$ be an arbitrary subset of $E$, $x$ in $E$ and $y$ in $D$. Then

$$
W_D(x, y) + C_{D \setminus \{y\}}(y, D^c) = C_{D \setminus \{y\}}(x, y).
$$

**Proof.** Let us assume first that $x$ is in $D$. We have

$$
W_D(x, y) = \min \{ V(g) : g \in G_{x,y}(D^c \cup \{y\}) \} - \min \{ V(g) : g \in G(D^c) \}
$$

and

$$
C_{D \setminus \{y\}}(y, D^c) = \min \{ V(g) : g \in G(D^c) \} - \min \{ V(g) : g \in G(D^c \cup \{y\}) \}.
$$
Thus
\[ W_D(x, y) + C_{D \setminus \{y\}}(y, D^c) = \min\{ V(g) : g \in G_{x,y}(D^c \cup \{y\}) \} - \min\{ V(g) : g \in G(D^c \cup \{y\}) \} = C_{D \setminus \{y\}}(x, y). \]

When \( x \) is in \( D^c \) we can write
\[ W_D(x, y) + C_{D \setminus \{y\}}(y, D^c) = \min\{ V(x, z) + W_D(z, y) : z \in D \} + C_{D \setminus \{y\}}(y, D^c) = \min\{ V(x, z) + C_{D \setminus \{y\}}(z, y) : z \in D \} = C_{D \setminus \{y\}}(x, y). \]

\[ \square \]

**Remark.** A probabilistic proof is also possible, starting from the identity
\[
\left( \sum_{n=0}^{\infty} P_\beta(X_n = y, \tau(D, 1) > n/X_0 = x) \right) P_\beta(X_\tau(D \setminus \{y\}, 1) \notin D/X_0 = y) = P_\beta(X_\tau(D \setminus \{y\}) = y/X_0 = x).
\]

In other terms, the probability to escape from \( D \) after having visited \( y \) is equal to the probability to visit \( y \) before leaving \( D \!\! .\)

**Definition 4.8.** (height of a set)
The height \( H(D) \) of the set \( D \) is defined by
\[
H(D) = \max_{x \in D} \lim_{\beta \to \infty} \frac{1}{\beta} \ln E_\beta(\tau(D)/X_0 = x). \]

By lemma 3.8 this limit exists and is equal to
\[
H(D) = -\min\{ V(g) : x \in D, g \in G(x \not\rightarrow D^c) \} + \min\{ V(g) : g \in G(D^c) \}.
\]

**Definition 4.9.** (boundary)
For a subset \( D \) of \( E \) we define its boundary \( B(D) \)
\[
B(D) = \{ y : y \notin D, \exists x \in D \ V(x, y) < \infty \}
\]
and its principal boundary \( \tilde{B}(D) \)
\[
\tilde{B}(D) = \{ y \in B(D) : \exists x \in D \ \lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(X_\tau(D) = y/X_0 = x) = 0 \}.
\]

**Remark.** The principal boundary of a set \( D \) may equivalently be defined by
\[
\tilde{B}(D) = \{ y \in B(D) : \exists x \in D \ C_D(x, y) = 0 \}.
\]
Definition 4.10. (cycle)
A cycle \( \pi \) is a subset of \( E \) which is either reduced to a point or satisfy
\[
\forall x, y \in \pi, \quad x \neq y, \quad \lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(X_\tau(\pi \setminus \{y\}) \neq y/X_0 = x) > 0.
\]

The set of cycles is a tree for the set inclusion, two cycles being either disjoint or comparable for the inclusion relation. As said in the introduction, the chain goes to and fro an exponential number of times between any pair of states in a cycle before leaving it. This is a simple consequence of the probabilistic definition of the cycles we chose to use here, and explains why the exit time and point from a cycle is weakly dependent at low temperature from the initial conditions. This is what states the next proposition.

Proposition 4.11. (mixing properties of cycles)
Let \( \pi \) be a cycle. For any points \( x, y \) in \( \pi \), the cost \( C_\pi(x, y) \) is null.
For any subset \( D \) of \( E \) containing \( \pi \) and for any \( x, y \) in \( \pi \), we have for any \( z \) in \( E \)
\[
W_D(z, x) - W_D(z, y) = W(x) - W(y)
\]
\[
C_D(x, z) = C_D(y, z), \quad C_D(z, x) = C_D(z, y)
\]
and for any \( z \) in \( D \), we have \( W_D(x, z) = W_D(y, z) \).

As a consequence, we can define without ambiguity the renormalized costs \( C_D(\pi, z) \), \( C_D(z, \pi) \) for any cycle \( \pi \) included in \( D \) and any point \( z \) in \( E \), as well as \( C_D(\pi_1, \pi_2) \) for any cycles \( \pi_1, \pi_2 \) included in \( D \).

Definition 4.12. (maximal partition)
Let \( D \) be a subset of \( E \). The partition of \( D \) into its maximal subcycles is denoted by \( M(D) \). For \( x \) in \( D \) we denote by \( \pi(x, D) \) the unique cycle of \( M(D) \) containing \( x \) (for \( x \) in \( D^c \) we make the convention that \( \pi(x, D) = \{x\} \)).

Remark. In case \( D \) is a cycle, we have \( M(D) = \{D\} \).

The relevance of the cycles of \( M(D) \) for the study of the behaviour of the Markov chain in \( D \) will already appear in the next lemma. It can also be understood from the remark that the distribution of the exit time and point from \( D \) knowing that the chain started from state \( x \) will only depend at low temperature on the component of the maximal partition of \( D \) to which \( x \) belongs.

Notation. Let \( g \) be a graph and \( A \) a subset of \( E \), we denote by \( g|_A \) the restriction of \( g \) to \( A \), obtained by deleting from \( g \) all the arrows starting outside from \( A \).

Lemma 4.13. Let \( D \) be an arbitrary subset of \( E \). We have
\[
\min \{ V(g) : g \in G(D^c) \} = \sum_{\pi \in M(D)} \min \{ V(g) : g \in G(\pi^c) \}.
\]
Moreover for any graph \( \hat{g} \) in \( G(D^c) \) realizing the minimum \( \min \{ V(g) : g \in G(D^c) \} \) and any cycle \( \pi \) of \( \mathcal{M}(D) \), we have \( V(\hat{g}|_{\pi}) = \min \{ V(g) : g \in G(\pi^c) \} \) and \( \hat{g}|_{\pi} \) has only one arrow with endpoint outside of \( \pi \).

**Proof.** Let us prove first that any \( \hat{g} \) realizing the minimum \( \min \{ V(g) : g \in G(\pi^c) \} \) has only one arrow with endpoint outside of \( \pi \). For this purpose, let us assume that \( (x \to y) \in \hat{g} \), \( (x' \to y') \in \hat{g} \) with \( x, x', y, y' \in \pi^c \) and \( x \neq x' \). The graph \( \hat{g} \setminus \{(x' \to y')\} \) would belong to \( G_{x,y}(\pi^c \cup \{x'\}) \) and would satisfy

\[
V(\hat{g} \setminus \{(x' \to y')\}) = \min \{ V(g) : g \in G(\pi^c \cup \{x'\}) \},
\]

therefore we would have that \( y \) belong to \( \hat{B}(\pi \setminus \{x'\}) \cap \pi^c \) which is in contradiction with the fact that \( \pi \) is a cycle.

Now let \( \hat{g} \) be any graph of \( G(D^c) \). For any \( \pi \) in \( \mathcal{M}(D) \) let \( \hat{g}|_{\pi} \) denote its restriction to \( \pi \) (obtained by removing arrows with starting point outside \( \pi \)). Clearly the graph \( \hat{g}|_{\pi} \) belongs to \( G(\pi^c) \). Therefore

\[
(2) \quad V(\hat{g}) = \sum_{\pi \in \mathcal{M}(D)} V(\hat{g}|_{\pi}) \geq \sum_{\pi \in \mathcal{M}(D)} \min \{ V(g) : g \in G(\pi^c) \}
\]

and there is equality if and only if for each \( \pi \) in \( \mathcal{M}(D) \) we have \( V(\hat{g}|_{\pi}) = \min \{ V(g) : g \in G(\pi^c) \} \). Thus to end the proof of the lemma, all we have to do is to build a graph \( \hat{g} \) in \( G(D^c) \) such that for any \( \pi \) in \( \mathcal{M}(D) \), \( V(\hat{g}|_{\pi}) = \min \{ V(g) : g \in G(\pi^c) \} \). For this purpose, let us consider the graph \( G \) over the set \( \mathcal{M}(D) \cup D^c \) (the points of \( D^c \) being identified with one point cycles) defined by

\[
(\pi_1 \to \pi_2) \in G \iff \hat{B}(\pi_1) \cap \pi_2 \neq \emptyset \iff C_{\pi_1}(\pi_1, \pi_2) = 0.
\]

Let \( G|_{\mathcal{M}(D)} \) be its restriction to the cycles of \( \mathcal{M}(D) \) (that is we only keep the arrows of \( G \) whose starting point is a cycle of \( \mathcal{M}(D) \)). This restriction has no stable irreducible component in \( \mathcal{M}(D) \). Indeed such a component could not be reduced to one cycle, because no cycle (and in fact no set) has an empty principal boundary, and on the other hand, if it were made of more than one cycle, the union of these cycles would be a cycle of \( D \), and this would contradict the maximality of the elements of \( \mathcal{M}(D) \). Consequently, we can extract from \( G|_{\mathcal{M}(D)} \) a spanning collection of oriented trees \( \mathcal{H} \) belonging to \( G(\mathcal{M}(D)^c) \), that is a graph on \( \mathcal{M}(D) \cup D^c \) such that

- each cycle of \( \mathcal{M}(D) \) is the starting point of exactly one arrow.
- there is no arrow starting from \( D^c \).
- there is no loop in \( \mathcal{H} \).

Now for each \( \pi \) in \( \mathcal{M}(D) \), considering \( \pi' \) such that \( (\pi \to \pi') \) is in \( \mathcal{H} \), we can choose \( y \) in \( \hat{B}(\pi) \cap \pi' \) (because \( \mathcal{H} \subset G \)) and find a graph \( \hat{g}_\pi \) in \( G_{x,y}(\pi^c) \), where \( x \) is some point of \( \pi \), such that \( V(\hat{g}_\pi) = \min \{ V(g) : g \in G(\pi^c) \} \) (because \( y \) is in \( \hat{B}(\pi) \)). Then we know that \( y \) is the only endpoint of the arrows of \( \hat{g}_\pi \) lying outside of \( \pi \). Let \( \hat{g} \) be the union of all the graphs \( \hat{g}_{\pi}, \pi \in \mathcal{M}(D) \). The graph \( \hat{g} \) has no loop, because any loop in \( \hat{g} \) would correspond to a loop in \( \mathcal{H} \). Therefore \( \hat{g} \) belongs to \( G(D^c) \) and answers the question. \( \square \)

The formula of lemma 4.13 is very useful to perform several computations of renormalized costs and heights of sets. As an application, we compute the cost appearing in lemma 4.7 above.
Proposition 4.14. For any subset $D$ of $E$ and $s$ in $D$ we have

$$C_{D \setminus \{s\}}(s, D^c) = H(\pi(s, D)) + W(\pi(s, D)) - W(s)$$

(where $\pi(s, D)$ is the greatest cycle included in $D$ and containing $s$.)

Proof. As we already noticed in the proof of lemma 4, we have

$$C_{D \setminus \{s\}}(s, D^c) = \min \{ V(g) : g \in G(D^c) \} - \min \{ V(g) : g \in G(D^c \cup \{s\}) \}.$$

Using lemma 4.13 we obtain that the cost $C_{D \setminus \{s\}}(s, D^c)$ is equal to

$$\sum_{\pi \in \mathcal{M}(D)} \min \{ V(g) : g \in G(\pi^e) \} - \sum_{\pi \in \mathcal{M}(D \setminus \{s\})} \min \{ V(g) : g \in G(\pi^e) \}$$

$$= \min \{ V(g) : g \in G(\pi(s, D)^c) \} - \sum_{\pi \in \mathcal{M}(\pi(s, D) \setminus \{s\})} \min \{ V(g) : g \in G(\pi^e) \}$$

$$= \min \{ V(g) : g \in G(\pi(s, D)^c) \} - \min \{ V(g) : g \in G(\pi(s, D)^c \cup \{s\}) \}.$$

Let $e$ belong to $F(\pi(s, D))$. We have also that the quantity (from the first equation of proposition 4.11)

$$\min \{ V(g) : g \in G(\pi(s, D)^c \cup \{s\}) \} - \min \{ V(g) : g \in G(\pi(s, D)^c \cup \{e\}) \}$$

is equal to $W(s) - W(e)$ (i.e. the computation of a difference of virtual energies can be done within a cycle containing the points) so that finally

$$C_{D \setminus \{s\}}(s, D^c) = \min \{ V(g) : g \in G(\pi(s, D)^c) \}$$

$$- \min \{ V(g) : g \in G(\pi(s, D)^c \cup \{e\}) \} + W(\pi(s, D)) - W(s)$$

$$= H(\pi(s, D)) + W(\pi(s, D)) - W(s). \quad \Box$$

Corollary 4.15. For any subset $D$ of $E$ and for any $s$ in $D$, we have

$$C_{D \setminus \{s\}}(s, D^c) = C_{\pi(s, D) \setminus \{s\}}(s, \pi(s, D)^c).$$

Proof. We apply proposition 4.14 to the set $D = \pi(s, D)$. Since the cycle $\pi(s, \pi(s, D))$ coincides with $\pi(s, D)$ (see the remark after definition 4.12), we see that the cost $C_{\pi(s, D) \setminus \{s\}}(s, \pi(s, D)^c)$ is also equal to $H(\pi(s, D)) + W(\pi(s, D)) - W(s). \quad \Box$

5. The exit cycle path

We will study how the Markov chain $(X_n)_{n \in \mathbb{N}}$ jumps between the cycles of $\mathcal{M}(D \setminus G)$, the partition of $D \setminus G$ into its maximal subcycles, after its last visit to $G$. 
Definition 5.1. (cycle path)
We define recursively a sequence of random times and cycles:

\[ \begin{align*}
\tau_{-1} &= \theta(G, \tau(D)), \\
\tau_0 &= \tau_{-1} + 1, \\
\tau_1 &= \tau(\pi_0, \tau_0), \\
&\vdots \\
\tau_k &= \tau(\pi_{k-1}, \tau_{k-1}), \\
&\vdots \\
\tau_r &= \tau(D),
\end{align*} \]

\[ \pi_{-1} = \{X_{r-1}\}, \quad \pi_0 = \pi(X_{\tau_0}, D \setminus G), \quad \pi_1 = \pi(X_{\tau_1}, D \setminus G), \]

Notice that the length \( r \) is itself random, since \( r \) is defined by the equality \( \tau_r = \tau(D) \).
The sequence \( (\pi_{-1}, \pi_0, \ldots, \pi_{r-1}, \pi_r) \) is called the cycle path of \( (X_n) \) relative to \( D, G \) and denoted by \( \pi(X, D, G) \). It is a random variable with values in the cycle path space

\[ \Psi(D, G) = \left\{ \{y\} : y \in G \right\} \times \bigcup_{r=0}^{\infty} \left\{ (\pi_0, \ldots, \pi_{r-1}) \in \mathcal{M}(D \setminus G)^r : \pi_k \neq \pi_{k-1}, 1 \leq k < r \right\} \times \left\{ \{z\} : z \in D^c \right\} \]
of finite sequences of cycles starting in \( G \), traveling through \( \mathcal{M}(D \setminus G) \) and ending in \( D^c \). We define a cost function \( V_x(D, G) \) on the space \( \Psi(D, G) \) by

\[ V_x(D, G)(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) = W_D(x, y) + V(y, \pi_0) + \sum_{k=1}^{r-1} C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) + C_{\pi_{r-1}}(\pi_{r-1}, z) \]

where we recall that by definition,

\[ V(y, \pi_0) = \min_{u \in \pi_0} V(y, u), \quad C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) = \min_{v \in \pi_k} C_{\pi_{k-1}}(\pi_{k-1}, v). \]

Since the sets \( D \) and \( G \) will be fixed in the sequel, we will drop them in the notation whenever no confusion is possible: for instance we will write \( V_x, \Psi, \pi(X) \) instead of \( V_x(D, G), \Psi(D, G), \pi(X, D, G) \).

Theorem 5.2. (estimation of the probability of a cycle path)
There exists a positive constant \( K_1 \) (depending only on the cardinality of \( D \setminus G \)) such that for any exit cycle path \( (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) \) in \( \Psi(D, G) \) and any \( \beta \) we have

\[ (K_1^{-1} a(\beta)^{K_1})^{r+1} \exp - \beta V_x(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) \]

\[ \leq P_{\beta}(\pi(D, G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\})/X_0 = x) \leq (K_1 a(\beta)^{-K_1})^{r+1} \exp - \beta V_x(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}). \]
Proof. Conditioning by the last visit of the chain to the set \( G \) and applying the Markov property we get

\[
P_\beta(\pi(D, G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\})/X_0 = x) = \sum_{n=0}^{\infty} P_\beta(X_n = y, \tau(D) > n/X_0 = x) \prod_{k=0}^{r-1} P_\beta(X_{\tau_k} \in \pi_k/X_{\tau_{k-1}} \in \pi_l, -1 \leq l < k).
\]

By lemma 3.5, there exist positive constants \( C_1, C'_1 \) such that

\[C'_1 a(\beta) C_1 \exp -\beta W_D(x, y) \leq \sum_{n=0}^{\infty} P_\beta(X_n = y, \tau(D) > n/X_0 = x) \leq C'_1^{-1} a(\beta)^{-C_1} \exp -\beta W_D(x, y).
\]

Moreover the first term of the product in formula (3) satisfies

\[a(\beta) \exp -\beta V(y, \pi_0) \leq P_\beta(X_{\tau_0} \in \pi_0/X_{\tau_{-1}} = y) \leq a(\beta)^{-1} |\pi_0| \exp -\beta V(y, \pi_0)
\]

and for \( k \geq 1 \) we have

\[
P_\beta(X_{\tau_k} \in \pi_k/X_{\tau_l} \in \pi_l, -1 \leq l < k) = \sum_{u \in \pi_{k-1}} P_\beta(X_{\tau_k} \in \pi_k/X_{\tau_{k-1}} = u) P_\beta(X_{\tau_{k-1}} = u/X_{\tau_l} \in \pi_l, -1 \leq l < k).
\]

Yet there exists a positive constant \( C_2 \) such that for any \( u \) in \( \pi_{k-1} \),

\[C_2^{-1} a(\beta) C_2 \exp -\beta C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) \leq P_\beta(X_{\tau_k} \in \pi_k/X_{\tau_{k-1}} = u) \leq C_2 a(\beta)^{-C_2} \exp -\beta C_{\pi_{k-1}}(\pi_{k-1}, \pi_k)
\]

whence, substituting this inequality in the previous equation and summing over \( u \in \pi_{k-1} \), we get

\[C_2^{-1} a(\beta) C_2 \exp -\beta C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) \leq P_\beta(X_{\tau_k} \in \pi_k/X_{\tau_l} \in \pi_l, -1 \leq l < k) \leq C_2 a(\beta)^{-C_2} \exp -\beta C_{\pi_{k-1}}(\pi_{k-1}, \pi_k).
\]

and formula (3) yields the result. \( \square \)

The cost of a cycle path includes the sum of the costs of each of its arrows \((\pi_{k-1} \rightarrow \pi_k)\). Thus any path of bounded cost has a bounded number of arrows of positive cost. However it may have an arbitrary large number of arrows of null cost if there exist loops of null cost.

Definition 5.3. The cycle path \((\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\})\) is optimal knowing that \(X_0 = x\) if its cost \(V_\beta(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\})\) is equal to the infimum

\[\inf \{ V_\beta(\psi_{-1}, \ldots, \psi_{s-1}, \{z\}) : s \in N, (\psi_{-1}, \ldots, \psi_{s-1}, \{z\}) \in \Psi(D, G) \}.
\]

Let \( G_x \) be the graph containing the arrows of all optimal paths knowing that \(X_0 = x\).
Proposition 5.4. The cycle path \((\pi_{-1}, \ldots, \pi_r)\) is optimal knowing that \(X_0 = x\) if and only if it is contained in the optimal graph \(G_x\) (that is, all its arrows do appear in the optimal graph).

Remark. That any optimal path belongs to \(G_x\) is obvious. The interesting point is that each path contained in the optimal graph \(G_x\) yields also an optimal path knowing \(X_0 = x\).

Proof. Let us define the cost of a beginning path \((\pi_{-1}, \pi_0, \ldots, \pi_k)\) where the \(\pi_k\)'s belong to \(\mathcal{M}(D \setminus G)\) by

\[
V_x(\pi_{-1}, \pi_0, \ldots, \pi_k) = W_D(x, \pi_{-1}) + V(\pi_{-1}, \pi_0) + \sum_{l=1}^{k} C_{\pi_{l-1}}(\pi_{l-1}, \pi_l).
\]

Then for any optimal path \((\pi_{-1}, \ldots, \pi_r)\) and any \(k < r\), \((\pi_{-1}, \ldots, \pi_k)\) is optimal among the paths ending in \(\pi_k\). Conversely, assume that \((\pi_{-1}, \ldots, \pi_r)\) belongs to \(G_x\), i.e. that all the arrows of the path do appear in the graph \(G_x\). We prove by induction that \((\pi_{-1}, \ldots, \pi_k)\) is optimal among the paths ending in \(\pi_k\). Suppose the result is true at rank \(k - 1\). By the very definition of the optimal graph \(G_x\), there exists an optimal path \(\gamma\) such that the arrow \((\pi_{k-1}, \pi_k)\) is in \(\gamma\). Let \(\gamma_{k-1}\) be the path \(\gamma\) truncated at \(\pi_{k-1}\) and \(\gamma_k\) be the path \(\gamma\) truncated at \(\pi_k\). By the induction hypothesis \(V_x(\gamma_{k-1}) = V_x(\pi_{-1}, \ldots, \pi_{k-1})\) so that \(V_x(\gamma_k) = V_x(\pi_{-1}, \ldots, \pi_k)\). Since \(\gamma_k\) is optimal, \((\pi_{-1}, \ldots, \pi_k)\) is also optimal. □

Remark. The same kind of proof appears in the study of the well known dynamic programming algorithm.

We study now the link between the cycle path cost and the renormalized communication cost.

Theorem 5.5. Let \(D\) be a domain, let \(x\) belong to \(D\) and let \(y\) be a point of \(E\). Let \(\pi_x\) and \(\pi_y\) be the cycles of \(\mathcal{M}(D)\) containing \(x\) and \(y\) respectively (if \(y\) is not in \(D\), we put \(\pi_y = \{y\}\)). The cost \(C_D(x, y)\) is equal to the infimum

\[
\inf \left\{ \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) : \quad r \in \mathbb{N}, \pi_0 = \pi_x, (\pi_1, \ldots, \pi_{r-1}) \in \mathcal{M}(D)^{r-1}, \pi_r = \pi_y \right\}.
\]

Remark. Proposition 4.11 shows that \(C_D(x, y) = C_D(\pi_x, \pi_y)\) is independent of the pair \((x, y)\) chosen in \(\pi_x \times \pi_y\).

Remark. If we had not used maximal cycles in theorem 5.5 as well as in the construction of the exit cycle path, the renormalized communication cost would have been strictly inferior to the infimum of the cycle paths costs and all the exit cycle paths of finite length would have had an exponentially vanishing probability to be taken during the last excursion. This shows that the maximal cycles of \(\mathcal{M}(D)\) represent the right granularity at which the last excursion should be described.
Proof. In case \( \pi_x = \pi_y \), the cost is zero, as well as the infimum. We assume now that \( \pi_x \) and \( \pi_y \) are distinct. By definition of the renormalized cost, we have \( C_D(x, y) = C_D(y) \) and since \( x \) belongs to \( D \cup \{y\} \), then the cost \( C_D x, y = g \) is equal to

\[
\min \{ V(g) : g \in G_{x,y}(D \cup \{y\}) \} = \min \{ V(g) : g \in G(D \cup \{y\}) \}.
\]

Let \( \bar{G} \) be a graph realizing the first minimum i.e. \( \bar{G} \) belongs to \( G_{x,y}(D \cup \{y\}) \) and

\[
V(\bar{G}) = \min \{ V(g) : g \in G_{x,y}(D \cup \{y\}) \}.
\]

There exists a path of arrows in \( \bar{G} \) leading from \( x \) to \( y \). Let \( \pi_0 \rightarrow \cdots \rightarrow \pi_r \) be the sequence of the successive cycles of \( M(D) \) visited by this path. Since the path of points starts at \( x \) and ends at \( y \) we have \( \pi_0 = \pi_x \) and \( \pi_r = \pi_y \). In addition we remove the loops in this cycle path, in order to obtain a path of distinct cycles. Now

\[
C_D(x, y) = V(\bar{G}) - \min \{ V(g) : g \in G(D \cup \{y\}) \}.
\]

Decomposing \( \bar{G} \) on the cycles of \( M(D) \) and applying lemma 4.13 we get

\[
C_D(x, y) = \sum_{\pi \in M(D)} V(\bar{G}|\pi) - \sum_{\pi \in M(D \setminus \{y\})} \min \{ V(g) : g \in G(\pi^c) \}
\]

\[
= \sum_{\pi \in M(D), \pi \neq \pi_y} \left( V(\bar{G}|\pi) - \min \{ V(g) : g \in G(\pi^c) \} \right) + V(\bar{G}|\pi_y)
\]

\[
- \sum_{\pi \in M(D \setminus \{y\}), \pi \subset \pi_y} \min \{ V(g) : g \in G(\pi^c) \}.
\]

However the set of cycles \( \{ \pi : \pi \in M(D \setminus \{y\}), \pi \subset \pi_y \} \) is exactly the maximal partition \( M(\pi_y \setminus \{y\}) \) whence by applying once more lemma 4.13, the cost \( C_D(x, y) \) is equal to

\[
\sum_{\pi \in M(D), \pi \neq \pi_y} \left( V(\bar{G}|\pi) - \min \{ V(g) : g \in G(\pi^c) \} \right) + V(\bar{G}|\pi_y)
\]

\[
- \min \{ V(g) : g \in G(\pi_y^c \cup \{y\}) \}.
\]

Since \( \bar{G} \) belongs to \( G_{x,y}(D \cup \{y\}) \), for any \( \pi \) in \( M(D \setminus \pi_y \), its restriction \( \bar{G}| \pi \) belongs to \( G(\pi^c) \). Moreover, \( \bar{G}|\pi_y \) belongs to \( G(\pi_y^c \cup \{y\}) \). As a consequence,

\[
C_D(x, y) \geq \sum_{k=0}^{r-1} \left( V(\bar{G}|\pi_k) - \min \{ V(g) : g \in G(\pi_k^c) \} \right).
\]

(wher \( \pi_0, \ldots, \pi_r \) is the sequence of cycles previously described).

By construction of the \( \pi_k \)'s, there are \( x_k \) in \( \pi_k \) and \( y_k \) in \( \pi_k+1 \) such that \( \bar{G}|\pi_k \) is in \( G_{x_k,y_k}(\pi_k^c) \), thus \( V(\bar{G}|\pi_k) - \min \{ V(g) : g \in G(\pi_k^c) \} \geq C_{\pi_k}(x_k, y_k) \). We obtain finally the desired inequality

\[
C_D(x, y) \geq \sum_{k=0}^{r-1} C_{\pi_k}(\pi_k, \pi_{k+1}).
\]
Conversely, let \( \pi_0 \to \cdots \to \pi_r \) be a cycle path in \( \mathcal{M}(D) \) starting at \( \pi_0 = \pi_x \), ending at \( \pi_r = \pi_y \), and realizing the infimum of the theorem. Let us introduce the stopping times

\[
\nu_{-1} = 0, \quad \nu_k = \tau(\pi_k, \nu_{k-1}) \quad \text{for} \quad 0 \leq k < r, \quad \nu_r = \tau(\pi_r \setminus \{y\}, \nu_{r-1}).
\]

We have, putting \( \pi_{r+1} = \{y\} \),

\[
P_\beta(X_{\tau(D \setminus \{y\})} = y/X_0 = x) \\
\geq \prod_{k=0}^{r} P_\beta(X_{\nu_k} \in \pi_{k+1}/X_{\nu_s} \in \pi_{s+1}, s < k, X_0 = x) \\
\geq \prod_{k=0}^{r-1} \inf_{u \in \pi_k} P_\beta(X_{\tau(\pi_k)} \in \pi_{k+1}/X_0 = u) \times \inf_{u \in \pi_r} P_\beta(X_{\tau(\pi_r \setminus \{y\})} = y/X_0 = u).
\]

Using the definition of the communication cost and letting \( \beta \) tend to infinity we get that

\[
C_D(x, y) \leq \sum_{k=0}^{r-1} C_{\pi_k}(\pi_k, \pi_{k+1}).
\]

We first obtain a slight improvement of the second equation of lemma 4.3.

**Corollary 5.6.** For \( x \) in \( D \) and \( y \) in \( D^c \), the cost \( C_D(x, y) \) is equal to

\[
C_D(x, y) = \min \{ C_D(x, z) + C_{\pi(z, D)}(z, y) : z \in D \}.
\]

We apply now theorem 5.5 to the set \( D \setminus G \).

**Corollary 5.7.** For any \( y \) in \( G \) and \( z \) in \( D^c \), the cost \( C_{D \setminus G}(y, z) \) is equal to the infimum

\[
\inf \left\{ V(y, \pi_0) + \sum_{k=1}^{r-1} C_{\pi_k}(\pi_k, \pi_{k+1}) : (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) \in \Psi(D, G) \right\}.
\]

**Proof.** This is a consequence of the fact that

\[
C_{D \setminus G}(y, z) = \min \left\{ V(y, u) + C_{D \setminus G}(u, z) : u \in D \setminus G \cup \{z\} \right\}
\]

(lemma 4.3) and of theorem 5.5. \( \square \)

**Corollary 5.8.** The function \( L_x \) from \( \mathcal{M}(D \setminus G) \cup \{ \{z\} : z \in D^c \} \) to \( \mathbb{R}^+ \) defined by

\[
L_x(\pi) = \min_{y \in G} \left( W_D(x, y) + C_{D \setminus G}(y, \pi) \right)
\]

is non decreasing along the optimal cycle paths knowing that \( X_0 = x \).

6. **The pruned cycle path**

The estimates in theorem 5.2 are not very satisfactory because their precision depends on the length of the path and also because paths of bounded cost do not necessarily have a bounded length.
In this section we will eliminate the loops in the graph of transitions of null cost between cycles. We define a relation $\rightarrow$ on the cycles of $\mathcal{M}(D \setminus G)$ by
\[
\pi_1 \rightarrow \pi_2 \iff \bar{B}(\pi_1) \cap \pi_2 \neq \emptyset \iff C_{\pi_1}(\pi_1, \pi_2) = 0.
\]
The associated equivalence relation $\equiv$ is
\[
\pi \equiv \pi' \iff \exists \pi_1, \ldots, \pi_r, \pi'_1, \ldots, \pi'_s \in \mathcal{M}(D \setminus G)
\]
\[
\pi \rightarrow \pi_1 \rightarrow \cdots \rightarrow \pi_r \rightarrow \pi' \rightarrow \pi'_1 \rightarrow \cdots \rightarrow \pi'_s \rightarrow \pi.
\]
We denote by $\mathcal{M}(D \setminus G)$ the partition of $\mathcal{M}(D \setminus G)$ determined by this equivalence relation. Formally, the elements of $\mathcal{M}(D \setminus G)$ are sets of cycles, but we rather consider them as subsets of $E$ by identifying $\pi$ in $\mathcal{M}(D \setminus G)$ with the set $\{x : \exists \pi \in \pi, x \in \pi\}$. For a point $x$ in $D \setminus G$, we denote by $\pi(x, D \setminus G)$ the unique element of $\mathcal{M}(D \setminus G)$ containing $x$. For any $\pi$ in $\mathcal{M}(D \setminus G)$ and for any $y$ in $E$ the cost $C_{\pi}(x, y)$ is independent of the point $x$ in $\pi$ (by theorem 5.5). We can thus define the cost $C_{\pi}(\pi, y)$.

**Definition 6.1.** (pruned cycle path)
We define recursively a sequence of random times and cycles:
\[
\begin{align*}
\tau_{-1} &= \theta(G, \tau(D)), \\
\tau_0 &= \tau_{-1} + 1, \\
\tau_1 &= \tau(\tau_0, \tau_0), \\
&\vdots \\
\tau_k &= \tau(\tau_{k-1}, \tau_{k-1}), \\
\&\vdots \\
\tau_r &= \tau(D),
\end{align*}
\]
\[
\pi_{-1} = \{X_{\tau_{-1}}\}, \\
\pi_0 = \pi_{-1} \setminus \{X_{\tau_0}\}, \\
\pi_1 = \pi(X_{\tau_0}, D \setminus G), \\
&\vdots \\
\pi_k = \pi(X_{\tau_k}, D \setminus G), \\
&\vdots \\
\pi_r = \{X_{\tau_r}\}.
\]

The sequence $(\pi_{-1}, \pi_0, \ldots, \pi_{r-1}, \pi_r)$ is called the pruned cycle path of $(X_n)$ relative to $D, G$ and is denoted by $\pi(X, D, G)$. It is a random variable with values in the pruned cycle path space
\[
\Psi(D, G) = \{\{y\} : y \in G\} \times \bigcup_{r=0}^{\infty} \left\{(\pi_0, \ldots, \pi_{r-1}) \in \mathcal{M}(D \setminus G)^r : \pi_k \neq \pi_{k-1}, 1 \leq k < r\right\} \times \{z : z \in D^c\}
\]
of finite sequences of sets of equivalent cycles starting in $G$, traveling through $\mathcal{M}(D \setminus G)$ and ending in $D^c$. We define a cost function $\nabla_x(D, G)$ on the space $\Psi(D, G)$ by
\[
\nabla_x(D, G)(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) = W_D(x, y) + V(y, \pi_0) + \sum_{k=1}^{r-1} C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) + C_{\pi_{r-1}}(\pi_{r-1}, z).
\]

Notice that the pruned cycle path of $(X_n)$ is a partition of the cycle path of $(X_n)$: it is obtained by regrouping equivalent cycles in $\mathcal{M}(D \setminus G)$. Theorem 5.5 shows that the $V_x$-cost of a cycle path and the $\nabla_x$-cost of the corresponding pruned cycle path are equal i.e. we have $V_x(\pi(X, D, G)) = \nabla_x(\pi(X, D, G))$. 
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Theorem 6.2. (estimation of the probability of a pruned cycle path)
There exists a positive constant $K_2$ (depending only on the cardinality of $D \setminus G$) such that for any pruned cycle path $\{(y), \pi_0, \ldots, \pi_{r-1}, \{z\}\}$ in $\overline{\Psi}(D,G)$ and any $\beta$ we have

\[
(K_2^{-1}a(\beta)^{K_2})^{r+1} \exp -\beta V_x(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) \leq P_\beta(\pi(D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\})/X_0 = x) \leq (K_2^{-1}a(\beta)^{K_2})^{r+1} \exp -\beta V_x(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}).
\]

Proof. This is the same kind of proof as for theorem 5.2. The only difference is that we now use the estimation (for some constant $C_4$), for all $u$ in $\pi_{k-1},$

\[
C_4^{-1}a(\beta)C_4 \exp -\beta C_4 \pi_{k-1}(\pi_{k-1}, \pi_k) \leq P_\beta(X_k \in \pi_k/X_{k-1} = u) \leq C_4a(\beta)^{-C_4} \exp -\beta C_4 \pi_{k-1}(\pi_{k-1}, \pi_k). \quad \square
\]

The key fact that makes $V_x$ a good cost function to work with is the following

Lemma 6.3. Let $(\pi_0, \ldots, \pi_r)$ be a sequence such that $\pi_k \in \overline{\mathcal{M}}(D \setminus G)$, $\pi_k \neq \pi_{k-1}$, $1 \leq k \leq r$. There exists a positive constant $\delta$ independent of $(\pi_0, \ldots, \pi_r)$ such that, if $r$ is greater than the cardinality of $\overline{\mathcal{M}}(D \setminus G)$, then

\[
\sum_{k=1}^r C_4 \pi_{k-1}(\pi_{k-1}, \pi_k) \geq \delta > 0.
\]

Remark. The graph of the jumps of null cost over $\overline{\mathcal{M}}(D \setminus G)$ has no loop. We could have replaced the cardinality of $\overline{\mathcal{M}}(D \setminus G)$ by the diameter of this graph, that is the number of vertices of its longest paths.

Proof. Since $r$ is greater than or equal to $|\overline{\mathcal{M}}(D \setminus G)|$, two elements $\pi_i$ and $\pi_j$, $0 \leq i < j \leq r$ of the sequence $\pi_0, \ldots, \pi_r$ have to be equal. Since $\pi_i \neq \pi_{i+1}$, then $j > i + 1$ and $\pi_i, \pi_{i+1}, \ldots, \pi_j = \pi_i$ is a loop. Therefore one of its jumps at least has a positive cost and the sum of the lemma is not smaller than

\[
\delta = \min\{C_4(\pi, y) : \pi \in \overline{\mathcal{M}}(D \setminus G), y \in B(\pi), C_4(\pi, y) > 0\}. \quad \square
\]

Corollary 6.4. The cost $V_x$ gives a control on the length of the pruned cycle path i.e.

\[
\forall \lambda \exists R(\lambda) \forall r \geq R(\lambda) \forall (\pi_0, \ldots, \pi_r) \in \overline{\Psi}(D \setminus G) \quad V_x(\pi_0, \ldots, \pi_r) \geq \lambda.
\]

Corollary 6.5. The cost function $V_x$ is a good rate function on $\overline{\Psi}$ i.e. its level sets are compact (finite in our situation).

Proof. Corollary 6.4 shows that the sets $\{(\pi_0, \ldots, \pi_r) : V_x(\pi_0, \ldots, \pi_r) \leq \lambda\}$ contain only sequences of bounded length and are thus finite. \quad \square

The length of the cycle path $\pi(X)$ (i.e. the number of jumps it involves) will be denoted by $|\pi(X)|$ in the sequel. For instance $|(\pi_0, \ldots, \pi_r)| = r$. 


Proposition 6.6. There exist a positive constant $K_3$ and a function $h : \mathbb{N} \to \mathbb{R}_+$ such that $\lim_{R \to +\infty} h = +\infty$ and
\[ P_\beta(\|\pi(X)\| \geq R/X_0 = x) \leq (K_3 a(\beta)^{-K_3})^R \exp -\beta h(R). \]

Proof.
\[
P_\beta(\|\pi(X)\| \geq R/X_0 = x) = \sum_{y, \pi_0, \ldots, \pi_R} P_\beta(\pi_{-1}(X) = \{y\}, \pi_0(X) = \pi_0, \ldots, \pi_R(X) = \pi_R/X_0 = x) \leq \sum_{y, \pi_0, \ldots, \pi_R} (K_2 a(\beta)^{-K_2})^{R+1} \times \exp -\beta \left(W_D(x, y) + V(y, \pi_0) + \sum_{k=1}^R C_{\pi_{k-1}, (\pi_{k-1}, \pi_k)} \right) \leq |G| ([\overline{\mathcal{M}}(D \setminus G)] K_2 a(\beta)^{-K_2})^{R+1} \exp -\beta ([R/\overline{\mathcal{M}}(D \setminus G)]) \delta + C_3) \]
where $\delta$ is as in lemma 6.3 and
\[ C_3 = \inf \{ W_D(x, y) + V(y, \pi_0) : y \in G, \pi_0 \in \overline{\mathcal{M}}(D \setminus G) \}. \]

Theorem 6.7. (large deviations upper bound)
For any positive $\lambda$, there exists a positive constant $K_4$ such that for any $\beta$
\[ P_\beta(V_x(\pi(X)) \geq \lambda/X_0 = x) \leq K_4 a(\beta)^{-K_4} \exp -\beta \lambda. \]

Proof. We decompose the event $\{ V_x(\pi(X)) \geq \lambda \}$ according to the length of the associated pruned cycle path. Let $R$ be such that $h(R) > \lambda$. We have
\[
P_\beta(V_x(\pi(X)) \geq \lambda/X_0 = x) = P_\beta(\overline{V}_x(\pi(X)) \geq \lambda/X_0 = x) = P_\beta(V_x(\overline{\pi}(X)) \geq \lambda, |\overline{\pi}(X)| \geq R/X_0 = x) \]
where the sum runs over all pruned cycle paths $(\overline{\pi}_0, \ldots, \overline{\pi}_r)$ satisfying the conditions $r < R$, $\overline{V}_x(\overline{\pi}_0, \ldots, \overline{\pi}_r) \geq \lambda$. For such a path we have by theorem 6.2
\[ P_\beta(\overline{\pi}(X) = (\overline{\pi}_0, \ldots, \overline{\pi}_r)/X_0 = x) \leq K_2^{r+1} a(\beta)^{-K_2(r+1)} \exp -\beta \lambda \]
and there is only a finite number of such terms (the length of the paths being bounded). The desired upper bound follows easily. \hfill \Box

7. The exit saddle path

In this section, we will study the entrance and exit points of the cycles of the exit cycle path.
DEFINITION 7.1. (saddle path)
We define recursively a sequence of random times and points:
\[
\begin{align*}
\tau_0 &= \theta(G, \tau(D)) + 1, \quad s_0 = X_{\tau_0}, \quad s_1 = X_{\tau_0}, \\
\tau_1 &= \tau(\pi(s_1, D \setminus G), \tau_0), \quad s_2 = X_{\tau_1}, \\
& \vdots \\
\tau_k &= \tau(\pi(s_{2k-1}, D \setminus G), \tau_k), \quad s_{2k} = X_{\tau_k}, \quad s_{2k+1} = X_{\tau_k}, \\
& \vdots \\
\tau_r &= \tau(D), \quad s_{2r} = X_{\tau_r}, \quad s_{2r+1} = X_{\tau_r}.
\end{align*}
\]

Remark. The times \( \tau_i \) are the same as those used in the definition of the cycle path. We recall also that the length \( r \) is random, since \( r \) is defined by the equality \( \tau_r = \tau(D) \).

The sequence \( (s_0, \ldots, s_{2r+1}) \) is called the saddle path of \((X_n)\) relative to \(D, G\) and denoted by \( S(X, D, G) \). The saddle path space relative to \(D, G\) starting at \( x \) is the set
\[
S(D, G) = \left\{ (s_0, \ldots, s_{2r+1}) : s_0 \in G, \ s_{2r+1} \in D^c, \ \forall k \in \{1, \ldots, r\}, \ s_{2k-1} \in D \setminus G, \ s_{2k} \in \pi(s_{2k-1}, D \setminus G), \ V(s_{2k}, s_{2k+1}) < \infty, \ s_{2k+1} \in B(\pi(s_{2k-1}, D \setminus G)) \right\}.
\]

We define a cost function \( V_x(D, G) \) on the space \( S(D, G) \) by
\[
V_x(D, G)(s_0, \ldots, s_{2r+1}) = W_D(x, s_0) + V(s_0, s_1) + \sum_{k=1}^{r} \left( W(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) \right).
\]

Since the sets \( D \) and \( G \) will be fixed in the sequel, we will drop them in the notation whenever no confusion is possible: for instance we will write \( V_x, \ S, S(X) \) instead of \( V_x(D, G), \ S(D, G), \ S(X, D, G) \).

The next lemma estimates the probability of one fixed jump of a saddle path.

LEMMA 7.2. (last point and exit point of a cycle)
There exists a positive constant \( K_5 \) such that for any cycle \( \pi, x, y \in \pi \) and \( z \in B(\pi) \),
\[
K_5^{-1} a(\beta)^K \exp -\beta \left( W(y) + V(y, z) - H(\pi) - W(\pi) \right) \leq P_{\beta}(X_{\tau(\pi)} = z, X_{\tau(\pi)-1} = y/X_0 = x) \leq K_5 a(\beta)^{-K} \exp -\beta \left( W(y) + V(y, z) - H(\pi) - W(\pi) \right).
\]

Proof of lemma. By summing over the possible values of the last instant in \( \pi \), we obtain
\[
P_{\beta}(X_{\tau(\pi)} = z, X_{\tau(\pi)-1} = y/X_0 = x)
= \sum_{k=0}^{\infty} P_{\beta}(\tau(\pi) > k, X_k = y, X_{k+1} = z/X_0 = x)
= \left( \sum_{k=0}^{\infty} P_{\beta}(\tau(\pi) > k, X_k = y/X_0 = x) \right) P_{\beta}(X_1 = z/X_0 = y).
\]
Lemma 3.5 yields the existence of a positive constant $C_5$ such that

$$C_5^{-1}a(\beta)^C_5 \exp -\beta W(x, y) \leq \sum_{k=0}^{\infty} P_\beta(\tau(\pi) > k, X_k = y/X_0 = x) \leq C_5 a(\beta)^{-C_5} \exp -\beta W(x, y)$$

By lemma 4.7, we know that $W(x, y) = C_{\pi \setminus \{y\}}(x, y) - C_{\pi \setminus \{y\}}(y, \pi^c)$. Since $\pi$ is a cycle, the cost $C_{\pi \setminus \{y\}}(x, y)$ is null. Moreover proposition 4.14 gives

$$-W(x, y) = C_{\pi \setminus \{y\}}(y, \pi^c) = H(\pi) + W(\pi) - W(y).$$

The required estimation follows easily. \(\square\)

**Corollary 7.3.** For any cycle $\pi$, any point $x$ in $\pi$ and any point $y$ in $B(\pi)$, we have

$$C_\pi(x, y) = \min\{W(z) + V(z, y) : z \in \pi\} - H(\pi) - W(\pi).$$

**Theorem 7.4.** (Estimation of the probability of a saddle path)

There exists a positive constant $K_6$ (depending only on the cardinality of $D \setminus G$) such that for any saddle path $(s_0, \ldots, s_{2r+1})$ in $S(D \setminus G)$ and any $\beta$ we have

$$(K_6^{-1}a(\beta)K_6)^{r+1} \exp -\beta V_x(s_0, \ldots, s_{2r+1}) \leq P_\beta(S(X) = (s_0, \ldots, s_{2r+1})/X_0 = x) \leq (K_6 a(\beta)^{-K_6})^{r+1} \exp -\beta V_x(s_0, \ldots, s_{2r+1}).$$

**Proof.** If $S(X) = (s_0, \ldots, s_{2r+1})$, the last visit of the chain $(X_n)$ in $G$ occurred at $s_0$. Conditioning according to the time of this last visit and then applying the Markov property, we obtain

$$P_\beta(S(X) = (s_0, \ldots, s_{2r+1})/X_0 = x) = \sum_{k=0}^{\infty} P_\beta(S(X) = (s_0, \ldots, s_{2r+1}), X_k = s_0, X_l \notin G, k < l \leq \tau(D)/X_0 = x) = \sum_{k=0}^{\infty} P_\beta(S(X) = (s_0, \ldots, s_{2r+1}), X_k = s_0, X_l \notin G, k < l \leq \tau(D)/X_k = s_0) \times P_\beta(X_k = s_0, k < \tau(D)/X_0 = x)$$

$$= \left(\sum_{k=0}^{\infty} P_\beta(X_k = s_0, k < \tau(D)/X_0 = x)\right) \times \sum_{k=0}^{\infty} P_\beta(S(X) = (s_0, \ldots, s_{2r+1}), X_0 = s_0, \forall l \ 0 < l \leq \tau(D), X_l \notin G/X_0 = s_0)$$

Lemma 3.5 yields the existence of a positive constant $C_6$ such that

$$C_6^{-1}a(\beta)^{C_6} \exp -\beta W_D(x, s_0) \leq \sum_{k=0}^{\infty} P_\beta(X_k = s_0, k < \tau(D)/X_0 = x) \leq C_6 a(\beta)^{-C_6} \exp -\beta W_D(x, s_0)$$
We now deal with the second term in formula (5). By repeated conditioning and applications of the strong Markov property we get

\[ P_\beta(S(X) = (s_0, \ldots, s_{2r+1}), \forall l \ 0 < l \leq \tau(D), X_l \not\in G/X_0 = s_0) = \]

\[ P_\beta(X_{\tau_l} = s_{2r+1}, X_{\tau_{l-1}} = s_2/X_{\tau_{l-1}} = s_{2r-1}) \times \ldots \times \]

\[ P_\beta(X_{\tau_1} = s_3, X_{\tau_{1-1}} = s_2/X_{\tau_{1-1}} = s_1) P_\beta(X_{\tau_0} = s_1, \tau_0 = 1/X_0 = s_0) \]

\[ = \prod_{k=1}^{r} P_\beta(X_{\tau} = s_{2k+1}, X_{\tau_{1-1}} = s_{2k}, \tau = \tau(\pi(s_{2k-1}, D \setminus G))/X_0 = s_{2k-1}) \]

\[ \times P_\beta(X_1 = s_1/X_0 = s_0). \]

Several applications of lemma 7.2 to the above expression, together with formulas (5) and (6), yield the desired estimation. \[ \square \]

We would like to show that the law of the saddle path of \((X_n)\) concentrates on the set of sequences in \(S\) having a null \(V_x\)-cost as \(\beta\) goes to infinity.

**Definition 7.5.** (optimal saddle)

Let \(\pi\) be a cycle. A pair \((y, z)\) is an optimal saddle escaping from \(\pi\) if

\[ y \in \pi, \ z \in \tilde{B}(\pi), \ W(y) + V(y, z) = W(\pi) + H(\pi). \]

Let \((s_0, \ldots, s_{2r+1})\) belong to \(S\) and suppose there exists a sequence \((t_0, \ldots, t_{2h+1})\) in \(D \setminus G\) such that

\[ t_0 \in \pi(s_1, D \setminus G), \ t_1 \in \tilde{B}(\pi(s_1, D \setminus G)), \ t_{2k+1} \in \pi(s_1, D \setminus G), \]

and \((t_{2k}, t_{2k+1})\) is an optimal saddle escaping from \(\pi(t_{2k-1}, D \setminus G)\) for all \(k\) in \(\{1, \ldots, h\}\). Then \((t_0, \ldots, t_{2h+1})\) may be seen as a portion of a saddle path of \(S\). Since \((t_{2k}, t_{2k+1})\) is an optimal saddle escaping from \(\pi(t_{2k-1}, D \setminus G)\) we have

\[ \sum_{k=0}^{h} (W(t_{2k}) + V(t_{2k}, t_{2k+1}) - H(\pi(t_{2k}, D \setminus G)) - W(\pi(t_{2k}, D \setminus G))) = 0. \]

Now \((s_0, s_1, t_0, \ldots, t_{2h+1}, s_2, \ldots, s_{2r+1})\) is in the saddle path set \(S\) and has the same \(V_x\)-cost as the initial saddle path \((s_0, \ldots, s_{2r+1})\). As a consequence, \(V_x\) is not in general a good rate function (its level sets are not compact) and with \(V_x\) we won’t be able to control the length of the saddle path. What we have to do is to get rid of sequences like \((t_0, \ldots, t_{2h+1})\) by considering only the relevant jumps between cycles of \(M(D \setminus G)\).

**8. The pruned saddle path**

The pruned saddle path is to the saddle path what the pruned cycle path is to the cycle path.
We define recursively a sequence of random times and points:

\[ \tau_0 = \theta(G, \tau(D)) + 1, \quad s_0 = X_{\tau_0-1}, \quad \bar{s}_0 = X_{\bar{\tau}_0}, \]
\[ \tau_1 = \tau(\pi(s_1, D \setminus G), \tau_0), \quad s_1 = X_{\tau_1}, \quad \bar{s}_1 = X_{\bar{\tau}_1}, \]
\[ \quad \vdots \]
\[ \tau_k = \tau(\pi(s_{2k-1}, D \setminus G), \tau_{k-1}), \quad s_{2k} = X_{\tau_k}, \quad s_{2k+1} = X_{\tau_k}, \]
\[ \quad \vdots \]
\[ \tau_r = \tau(D), \quad s_{2r} = X_{\tau_r}, \quad s_{2r+1} = X_{\tau_r}. \]

The sequence \((s_0, \ldots, s_{2r+1})\) is called the pruned saddle path of \((X_n)\) relative to \(D, G\) and is denoted by \(\overline{S}(X, D, G)\). The pruned saddle path space relative to \(D, G\) starting at \(x\) is the set

\[ \overline{S}(D, G) = \{ (s_0, \ldots, s_{2r+1}) : s_0 \in G, \ s_{2r+1} \in D^c, \ \forall k \in \{1, \ldots, r\}, \ s_{2k-1} \in D \setminus G, \ s_{2k} \in \pi(s_{2k-1}, D \setminus G), \ V(s_{2k}, s_{2k+1}) < \infty, \ s_{2k+1} \in B(\pi(s_{2k-1}, D \setminus G)) \}. \]

We define a cost function \(\overline{V}_x(D, G)\) on the space \(S(D, G)\) by

\[
\overline{V}_x(D, G)(s_0, \ldots, s_{2r+1}) = W_D(x, s_0) + V(s_0, s_1) + \sum_{k=1}^r \left( W(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - W(\pi(s_{2k}, D \setminus G)) \right).
\]

Notice that the pruned saddle path of \((X_n)\) is a subsequence of the saddle path of \((X_n)\): it is obtained by deleting the jumps between equivalent cycles of \(M(D \setminus G)\). These removed jumps have a null cost so that the \(V_x\)-cost of a saddle path and the \(\overline{V}_x\)-cost of the corresponding pruned saddle path are equal i.e. we have \(V_x(S(X)) = \overline{V}_x(\overline{S}(X))\).

**Theorem 8.2.** (estimation of the probability of a pruned saddle path)

There exists a positive constant \(K_7\) (depending only on the cardinality of \(D \setminus G\)) such that for any pruned saddle path \((s_0, \ldots, s_{2r+1})\) in \(\overline{S}(D \setminus G)\) and any \(\beta\) we have

\[ (K_7^{-1}a(\beta)^{K_7})^{r+1} \exp -\beta \overline{V}_x(s_0, \ldots, s_{2r+1}) \leq P_\beta(\overline{S}(X) = (s_0, \ldots, s_{2r+1})/X_0 = x) \leq (K_7 a(\beta)^{-K_7})^{r+1} \exp -\beta \overline{V}_x(s_0, \ldots, s_{2r+1}). \]

The proof is of the same kind as for theorem 7.4. The only difference lies in the equivalent form of lemma 7.2, that we state now.

**Lemma 8.3.** (inner and outer exit points from a set of equivalent cycles)

There exists a positive constant \(K_8\) such that for any cycle \(\pi\), \(x, y \in \pi\) and \(z \in B(\pi)\),

\[ K_8^{-1}a(\beta)^{K_8} \exp -\beta(W(y) + V(y, z) - H(\pi) - W(\pi)) \leq P_\beta(X_{\tau(\pi)} = z, X_{\tau(\pi)} = y/X_0 = x) \leq K_8 a(\beta)^{-K_8} \exp -\beta(W(y) + V(y, z) - H(\pi) - W(\pi)). \]
Proof. The proof follows the line of the proof of lemma 7.2. Here the quantity characterizing the rate of decrease of the event under consideration (i.e. the exit from the set $\pi$ through the arrow $(y, z)$) is $W_\pi(x, y) + V(y, z)$. Application of lemma 4.7 yields $W_\pi(x, y) = C_\pi \{y\} (x, y) - C_\pi \{y\} (y, \pi^r)$. Since $x$ and $y$ are in $\pi$, we have by the definition of $\pi$ combined with theorem 5.5 that the cost $C_\pi \{y\} (x, y)$ is null. Next, proposition 4.14 yields

$$C_\pi \{y\} (y, \pi^r) = H(\pi(y, \pi)) + W(\pi(y, \pi)) - W(y)$$

(where we recall that $\pi(y, \pi)$ is the greatest cycle included in $\pi$ which contains $y$). Anyway the quantity $H(\pi) + W(\pi)$ is the same for all the maximal subcycles of $\pi$ and coincides with $H(\pi) + W(\pi)$. Thus

$$W_\pi(x, y) + V(y, z) = W(y) + V(y, z) - H(\pi) - W(\pi). \quad \square$$

Let $\overline{\Theta}$ be the map from $\overline{\mathcal{S}}(D, G)$ to $\overline{\Psi}(D, G)$ defined by

$$\overline{\Theta}(\pi_0, \ldots, \pi_{2r+1}) = (\{\pi_0\}, \pi(\pi_1, D \setminus G), \ldots, \pi(\pi_{2r-1}, D \setminus G), \{\pi_{2r+1}\}).$$

Let $(\pi_0, \ldots, \pi_{2r+1})$ in $\overline{\mathcal{S}}(D, G)$ and $(\pi_{-1}, \ldots, \pi_r)$ in $\overline{\Psi}(D, G)$ be such that

$$\overline{\Theta}(\pi_0, \ldots, \pi_{2r+1}) = (\pi_{-1}, \ldots, \pi_r).$$

We have the inclusion

$$\{ \mathcal{S}(X) = (\pi_0, \ldots, \pi_{2r+1}) \} \subset \{ \pi(X) = (\pi_{-1}, \ldots, \pi_r) \}.$$

Theorems 6.2 and 8.2 then imply that $V_\pi(\pi_0, \ldots, \pi_{2r+1}) \geq V_\pi(\pi_{-1}, \ldots, \pi_r)$. As a consequence, the conclusions of corollaries 6.4 and 6.5 are still valid for the rate function $V_\pi$ on the space $\overline{\mathcal{S}}$. We restate them in the next two corollaries.

**Corollary 8.4.** The cost $V_\pi$ gives a control on the length of the pruned saddle path i.e.

$$\forall \lambda \exists R(\lambda) \quad \forall r \geq R(\lambda) \quad \forall (\pi_0, \ldots, \pi_{2r+1}) \in \overline{\mathcal{S}}(D \setminus G) \quad V_\pi(\pi_0, \ldots, \pi_{2r+1}) \geq \lambda.$$

**Corollary 8.5.** The cost function $V_\pi$ is a good rate function on $\overline{\mathcal{S}}$ i.e. its level sets are compact (finite in our situation).

The length of the saddle path $\mathcal{S}(X)$ (i.e. the number of jumps it involves) will be denoted by $|\mathcal{S}(X)|$ in the sequel. For instance $|(s_0, \ldots, s_{2r+1})| = r$.

**Corollary 8.6.** There exist a positive constant $K_0$ and a function $h : \mathbb{N} \to \mathbb{R}_+$ such that $\lim_{t \to \infty} h = +\infty$ and

$$P_\beta(|\mathcal{S}(X)| \geq R/X_0 = x) \leq (K_0 a(\beta)^{-K_0})^R \exp -\beta h(R).$$

**Proof.** This is a straightforward consequence of the equality $|\mathcal{S}(X)| = |\pi(X)|$ and of proposition 6.6. \quad \square
**Theorem 8.7.** *(large deviations upper bound)*

For any positive $\lambda$, there exists a positive constant $K_{10}$ such that for all $\beta$

$$P_\beta(V_x(S(X)) \geq \lambda/X_0 = x) \leq K_{10} a(\beta)^{-K_{10}} \exp -\beta \lambda.$$  

*Proof.* We decompose the event $\{V_x(S(X)) \geq \lambda\}$ according to the length of the associated pruned saddle path. Let $R$ be such that $h(R) > \lambda$. We have

$$P_\beta(V_x(S(X)) \geq \lambda/X_0 = x) = P_\beta(\mathbb{V}_x(S(X)) \geq \lambda/X_0 = x) = P_\beta(\mathbb{V}_x(S(X)) \geq \lambda, |S(X)| \geq R/X_0 = x) + P_\beta(\mathbb{V}_x(S(X)) \geq \lambda, |S(X)| < R/X_0 = x).$$

The first term in the sum is controlled by corollary 8.6. The second term is equal to

$$\sum P_\beta(S(X) = (s_0, \ldots, s_{2r+1})/X_0 = x)$$

where the sum runs over all pruned saddle paths $(s_0, \ldots, s_{2r+1})$ satisfying the conditions $r < R, \mathbb{V}_x(s_0, \ldots, s_{2r+1}) \geq \lambda$. For such a path we have by theorem 8.2

$$P_\beta(S(X) = (s_0, \ldots, s_{2r+1})/X_0 = x) \leq (K_7 a(\beta)^{-K_7})^{r+1} \exp -\beta \lambda$$

and there is only a finite number of such terms (the length of the paths being bounded). The desired upper bound follows easily.  

We have just proved that the law of the pruned saddle path satisfies a large deviation principle with the good rate function $\mathbb{V}_x$. As a consequence, as $\beta$ goes to infinity, this law concentrates on the paths of null $V_x$–cost.

**Proposition 8.8.** *(concentration of the law of the saddle path)*

$$\lim_{\beta \to \infty} P_\beta(V_x(S(X)) = 0/X_0 = x) = 1.$$  

We finally give a criterion to decide whether a saddle path has a positive asymptotic probability to occur.

**Proposition 8.9.** Assume that $\lim \inf_{\beta \to \infty} a(\beta) > 0$. Then

$$\lim_{\beta \to \infty} P_\beta(S(X) = (s_0, \ldots, s_{2r+1})/X_0 = x) > 0$$  

$$\iff V_x(s_0, \ldots, s_{2r+1}) = 0.$$  

9. **The saddle paths of null $V_x$–cost**

This section is devoted to the investigation of the structure of the saddle paths having a null $V_x$–cost.
THEOREM 9.1. (characterization of the saddle paths of null $V_2$-cost)
Let $s = (s_0, \ldots, s_{2r+1})$ be a saddle path in $S(D, G)$. Let $r_* = \min\{k : s_{2k+1} \not\in \pi(s_0, D)\}$. The saddle path $s$ has a null $V_2$-cost if and only if

- $C_{D \setminus s_0}(x, s_0) = 0$,
- $V(s_0, s_1) + \sum_{1 \leq k \leq r_*} \left( W(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - W(\pi(s_{2k}, D \setminus G)) \right) = H(\pi(s_0, D)) + W(\pi(s_0, D)) - W(s_0),$
- $\forall k, \ r_* < k \leq r, \ (s_{2k}, s_{2k+1})$ is an optimal saddle escaping from the cycle $\pi(s_{2k-1}, D \setminus G)$.

Remark. The second property is equivalent to saying that $s_{2r_* + 1}$ is in the principal boundary of $\pi(s_0, D)$ and that the sequence $(s_0, \ldots, s_{2r_* + 1})$ is a saddle path of null $V_{s_0}$-cost of $\Psi(\pi(s_0, D), G)$.

Remark. We recall that the third property says that (see definition 7.5)

$\forall k \in \{r_* + 1, \ldots, r\}, \ s_{2k} \in \pi(s_{2k-1}, D \setminus G), \ s_{2k+1} \in \bar{B}(\pi(s_{2k-1}, D \setminus G)), \ W(s_{2k}) + V(s_{2k}, s_{2k+1}) = W(\pi(s_{2k-1}, D \setminus G)) + H(\pi(s_{2k-1}, D \setminus G)).$

Proof. We have the inequalities

$V_2(s_0, \ldots, s_{2r+1}) \geq W_D(x, s_0) + V(s_0, s_1) + \sum_{1 \leq k \leq r_*} \left( W(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - W(\pi(s_{2k}, D \setminus G)) \right)$

(Corollary 7.3) $\geq W_D(x, s_0) + V(s_0, s_1) + \sum_{1 \leq k \leq r_*} C_{\pi(s_{2k}, D \setminus G)}(s_{2k}, s_{2k+1})$

(Lemma 4.3) $\geq W_D(x, s_0) + C_{\pi(s_0, D) \setminus G}(s_0, s_{2r_* + 1})$

(Proposition 4.4) $= C_{D \setminus s_0}(x, s_0) - C_{D \setminus s_0}(s_0, D^c)$

(Lemma 4.7) $+ C_{\pi(s_0, D) \setminus G}(s_0, s_{2r_* + 1})$

(Corollary 4.15) $= C_{D \setminus s_0}(x, s_0) - C_{\pi(s_0, D) \setminus s_0}(s_0, \pi(s_0, D)^c)$

$+ C_{\pi(s_0, D) \setminus G}(s_0, s_{2r_* + 1})$

$\geq C_{D \setminus s_0}(x, s_0) \geq 0.$

The first inequality is obtained by truncating the sum in the definition of the cost $V_2$. The third inequality relies on the following facts:

$V(s_0, s_1) \geq C_{\pi(s_0, D) \setminus G}(s_0, s_1), \ \pi(s_{2k}, D \setminus G) \subset \pi(s_0, D) \setminus G, \ 1 \leq k \leq r_*.$

Thus, for the saddle path to have a null cost, all these successive inequalities have to be equalities. That is, we must have $C_{D \setminus s_0}(x, s_0) = 0$, the quantity

$V(s_0, s_1) + \sum_{1 \leq k \leq r_*} \left( W(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - W(\pi(s_{2k}, D \setminus G)) \right)$
must be equal to $H(\pi(s_0, D)) + W(\pi(s_0, D)) - W(s_0)$ and for all $k$ in \(\{r_*, 1, \ldots, r\}\), we must have $W(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - W(\pi(s_{2k}, D \setminus G)) = 0$, this last condition being equivalent to saying that $(s_{2k}, s_{2k+1})$ is an optimal saddle escaping from the cycle $\pi(s_{2k}, D \setminus G)$. Conversely, if these three conditions are satisfied, we check directly that the $V_x$-cost of the saddle path is null. □

**Definition 9.2.** Let $A$ and $B$ be two disjoint subsets of $E$. We define $V(A, B)$, the set of points from which $A$ is visited before $B$, by

\[
V(A, B) = \{ x \in E : C_{A \cap B^c}(x, B) > 0 \}.
\]

We define $R(A, B)$, the set of ridge points between $A$ and $B$, by

\[
R(A, B) = \{ x \in E : C_{A \cap B^c}(x, B) = C_{A \cap B^c}(x, A) = 0 \}.
\]

The probabilistic counterpart of this definition is the following: a point $x$ is in $V(A, B)$ if and only if

\[
\lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(\tau(B^c) < \tau(A^c)/X_0 = x) > 0,
\]
a point $x$ is in $R(A, B)$ if and only if

\[
\lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(\tau(B^c) < \tau(A^c)/X_0 = x) = 0,
\]

\[
\lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(\tau(B^c) > \tau(A^c)/X_0 = x) = 0.
\]

**Remark.** Notice that for any point of $E$, we have $C_{A \cap B^c}(x, A \cup B) = 0$ so that at least one of the two costs $C_{A \cap B^c}(x, A)$, $C_{A \cap B^c}(x, B)$ is null. Henceforth,

\[
C_{A \cap B^c}(x, A) > 0 \implies C_{A \cap B^c}(x, B) = 0,
\]

\[
C_{A \cap B^c}(x, B) > 0 \implies C_{A \cap B^c}(x, A) = 0.
\]

As a consequence, the three sets $V(A, B), R(A, B), V(B, A)$ form a partition of $E$.

**Proposition 9.3.** Let $s = (s_0, \ldots, s_{2r+1})$ be a saddle path in $S(D, G)$ of null $V_x$-cost. This saddle path visits successively the three sets $V(G, D^c)$, $R(G, D^c)$, $V(D^c, G)$: if we let $r_* = \min\{k : s_{2k+1} \notin V(G, D^c)\}$ and $r^* = \min\{k \geq r_* : s_{2k+1} \notin R(G, D^c)\}$, then

\[
\forall k', \ 0 \leq k' \leq 2r_* \implies s_k \in V(G, D^c),
\]

\[
\forall k, \ 2r_* < k \leq 2r^* \implies s_k \in R(G, D^c),
\]

\[
\forall k, \ 2r^* < k \leq 2r + 1 \implies s_k \in V(D^c, G).
\]

In addition the index $r_*$ coincides with $\min\{k : s_{2k+1} \notin \pi(s_0, D)\}$. Thus a saddle path of null $V_x$-cost may be decomposed into three parts: an ascending
part \((s_k, 0 \leq k \leq 2r_s)\), a ridge part \((s_k, 2r_s < k \leq 2r^*)\) and a descending part \((s_k, 2r^* < k \leq 2r + 1)\).

**Proof.** We first prove that the two indices \(r^*_1 = \min\{k : s_{2k+1} \notin \Psi(s_0, D)\}\) and \(r^*_2 = \min\{k : s_{2k+1} \notin \Psi(G, D^c)\}\) are equal. We have \(\pi(s_0, D) \subset \Psi(G, D^c)\) so that \(r^*_1 \leq r^*_2\). Theorem 9.1 shows that \(C_{D,G}(s_{2r^*_1+1}, D^c) = 0\) so that \(s_{2r^*_1+1}\) is not in \(\Psi(G, D^c)\) and \(r^*_1 \geq r^*_2\). Thus \(r^*_1 = r^*_2\).

That the points \(s_k; 0 \leq k \leq 2r_s\) are in \(\Psi(G, D^c)\) is straightforward; in fact they all belong to \(\pi(s_0, D)\) (remember that \(s_{2k} \in \pi(s_{2k-1}, D \setminus G)\)). Theorem 9.1 shows that all the subsequent points of the saddle path satisfy \(C_{D,G}(s_k, D^c) = 0\) so that they are not in \(\Psi(G, D^c)\). The definition of \(r^*\) implies that \(s_k \in \mathcal{R}(G, D^c)\) for \(2r_s < k \leq 2r^*\). Finally, Theorem 9.1 shows that for \(k > 2r_s\), we have \(C_{D,G}(s_{2r^*_1+1}, s_k) = 0\). Each point \(z\) such that \(C_{D,G}(s_{2r^*_1+1}, z) = 0\) is such that \(C_{D,G}(z, G) > 0\) and is thus in \(\Psi(D^c, G)\) (otherwise we would have \(C_{D,G}(s_{2r^*_1+1}, G) = 0\)). Therefore the points \((s_k, 2r^* < k \leq 2r + 1)\) are in \(\Psi(D^c, G)\).

**Definition 9.4. (global saddles)**

Let \(s = (s_0, \ldots, s_{2r+1})\) be a saddle path in \(\mathcal{S}(D, G)\) of null \(V_{x-}\)cost. The global saddles of this saddle path are the saddles \((s_{2k}, s_{2k+1}), r_s \leq k \leq r^*\).

The set of the global saddles between \(G\) and \(D^c\) is the union of the global saddles of all the saddle paths of \(\mathcal{S}(D, G)\) of null cost.

**Definition 9.5. (global saddle points)**

A point \(y\) is a global saddle point between \(G\) and \(D^c\) if there exists a global saddle between \(G\) and \(D^c\) entering the cycle \(\pi(y, D \setminus G)\) and a global saddle between \(G\) and \(D^c\) escaping from the cycle \(\pi(y, D \setminus G)\).

**Remark.** Equivalently, the global saddle points are the ridge points between \(G\) and \(D^c\) which may be visited with a non exponentially vanishing probability during the last excursion from \(G\) before leaving \(D\).

The task of determining the set of all the saddle paths of null \(V_{x-}\)cost can be performed in the following way:

- \(i)\) first find the points \(s\) of \(G\) such that \(C_D(x, s) = 0\);
- \(ii)\) for each such point \(s\), find the points \(s'\) of the principal boundary of the cycle \(\pi(s, D)\);
- \(iii)\) for each such point \(s'\) in \(\widetilde{B}(\pi(s, D))\), determine all the sequences of cycles \(\pi_0, \ldots, \pi_r\) in \(M(D \setminus G)\) such that \(s' \in \pi_0, \widetilde{B}(\pi_k) \cap \pi_{k+1} \neq \emptyset\) for \(k\) in \(\{0, \ldots, r - 1\}\), \(\widetilde{B}(\pi_r) \cap D^c \neq \emptyset\);
- \(iv)\) for each such cycle path \(\pi_0, \ldots, \pi_r\) determine all the saddle paths \((s_0, \ldots, s_{2r+1})\) such that \(s_0 \in \pi_0, s_{2r+1} \in D^c, (s_{2k-1}, s_{2k}) \in \pi_k \times \pi_k\) for \(k\) in \(\{1, \ldots, r\}\), and \((s_{2k}, s_{2k+1})\) is an optimal saddle escaping from \(\pi_k\) for all \(k\) in \(\{0, \ldots, r\}\);
- \(v)\) finally determine all the saddle paths \((s'_0, \ldots, s'_{2r+1})\) in \(\Psi(\pi(s, D), G)\) starting at \(s'_0 \in \pi(s, D) \cap G\), ending at \(s'_{2r+1} = s'\) and such that the cost

\[
V(s'_0, s'_1) + \sum_{1 \leq k \leq r'} \left(W(s'_{2k}) + V(s'_{2k}, s'_{2k+1}) - H(\pi(s'_{2k}, D \setminus G)) - W(\pi(s'_{2k}, D \setminus G))\right)
\]
is equal to $H(\pi(s_0',D)) + W(\pi(s_0',D)) - W(s_0')$;

- $vi)$ the set of all the saddle paths of null $V_x$-cost passing through $s'$ is the set of the saddle paths $(s_0', s_1, s_2, \ldots, s_{2r+1}, s_0, s_1, \ldots, s_{2r+1})$ obtained by gluing together two saddle paths obtained at step $iv)$ and $v)$.

Remark that step $iii)$ may fail: it may happen that there is no cycle path of null cost in $\mathcal{M}(D \setminus G)$ starting at $s'$ and escaping from $D$. In that case, there is no saddle path of null cost passing through $s'$ and it is not necessary to perform step $v)$ (this is the reason why we propose to do step $v)$ at the end). Such a point $s'$ leads to a dead-end. What we do at step $iii)$ is to look at all the cycles we can reach from $s'$ in the graph over $\mathcal{M}(D \setminus G)$ defined by the relation

$$\pi_1 \to \pi_2 \iff \tilde{B}(\pi_1) \cap \pi_2 \neq \emptyset \iff C_{\pi_1}(\pi_1, \pi_2) = 0$$

i.e. we determine the orbit of the cycle $\pi(s', D \setminus G)$ in this graph (the minimal stable subgraph containing $\pi(s', D \setminus G)$). The good cycle paths are the cycle paths included in this graph which end at a cycle whose principal boundary contains points of $D^c$.

Depending on the situation, one might also determine first the pruned cycle paths of null cost and then search for the whole cycle paths. Saddle paths corresponding to step $v)$ always exist: in fact, we have $\pi(s, D) \cap G \neq \emptyset$ and thus for all $s_0$ in $\pi(s, D) \cap G$, the cost $C_D(x, s_0)$ is null. We consider for instance a saddle path of null $V_x(\pi(s, D), \{s\})$-cost starting at $s$ and escaping from $\pi(s, D)$ at $s'$ (such a saddle path exists since $s'$ is in the principal boundary of $\pi(s, D)$). We choose for $s_0'$ the last point of the saddle path belonging to $G$. The portion of the saddle path after $s_0'$ satisfies the requirements.

10. Time spent in each state of the exit path

We now study the times $\tau_1 - \tau_0, \ldots, \tau_{r+1} - \tau_r$ between the jumps along the saddle path as well as the times the process spends in the points of the cycle path, knowing that the Markov chain follows a fixed saddle path. The key lies in the following Wentzell–Freidlin type formulas.

**Lemma 10.1.** (conditional expected number of visits before exit)

*For an arbitrary set $W$, two points $x, z$ in $W^c$ and $y$ in $W$, we have*

$$\sum_{n=0}^{\infty} P_\beta(X_n = z, \tau(W^c) > n/X_0 = x, X_\tau(W^c) = y) =$$

$$\sum_{g_1 \in G_{x,z}(W \cup \{z\})} \sum_{g_2 \in G_{z,y}(W)} p_\beta(g_1) p_\beta(g_2)$$

$$\sum_{g_1 \in G(W)} \sum_{g_2 \in G_{x,y}(W)} p_\beta(g_1) p_\beta(g_2)$$
Proof. We just write
\[
\sum_{n=0}^{\infty} P_{\beta}(X_n = z, \tau(W^c) > n/X_0 = x, X_{\tau(W^c)} = y) = \\
= \sum_{k=0}^{\infty} \frac{P_{\beta}(\tau(W^c) > k, X_{\tau(W^c)} = y, X_k = z/X_0 = x)}{P_{\beta}(X_{\tau(W^c)} = y/X_0 = x)}
\]
and the result follows by applying lemmas 3.5 and 3.7. □

Lemma 10.2. (conditional expected exit time)
For an arbitrary set \(W\), \(x\) in \(W^c\) and \(y\) in \(W\), we have
\[
E_{\beta}(\tau(W^c)/X_0 = x, X_{\tau(W^c)} = y) = \\
\sum_{z \in W^c} \sum_{g_1 \in G_{x,z}(W \cup \{z\})} p_{\beta}(g_1) \sum_{g_2 \in G_{z,y}(W)} p_{\beta}(g_2)
\]
Proof. We either do a proof in the spirit of the proof of lemma 10.1 or we simply write
\[
E_{\beta}(\tau(W^c)/X_0 = x, X_{\tau(W^c)} = y) = \\
\sum_{z \in W^c} \sum_{n=0}^{\infty} P_{\beta}(X_n = z, \tau(W^c) > n/X_0 = x, X_{\tau(W^c)} = y)
\]
and apply the formula proved in lemma 10.1. □

Remark. It is interesting to notice that for these conditional formulas the graph summations are coupled in the numerator and are independent for the denominator.

Corollary 10.3. (large deviations of the conditional expected number of visits)
As \(\beta\) goes to infinity,
\[
\frac{1}{\beta} \ln \sum_{n=0}^{\infty} P_{\beta}(X_n = z, \tau(W^c) > n/X_0 = x, X_{\tau(W^c)} = y)
\]
goes to
\[
\min\{ V(g_1) : g_1 \in G(W) \} + \min\{ V(g_2) : g_2 \in G_{x,y}(W) \} - \\
\min\{ V(g_1) + V(g_2) : g_1 \in G_{x,z}(W \cup \{z\}), g_2 \in G_{z,y}(W) \}.
\]
Corollary 10.4. (large deviations of the expected conditional exit time)
As $\beta$ goes to infinity, $\ln E(\tau(\mathcal{W}^c))/X_0 = x, X_{\tau(\mathcal{W}^c)} = y)/\beta$ goes to
$$\min\{ V(g_1) : g_1 \in G(W) \} + \min\{ V(g_2) : g_2 \in G_{x,y}(W) \} -$$
$$\min\{ V(g_1) + V(g_2) : g_1 \in G_{x,z}(W \cup \{z\}), g_2 \in G_{z,y}(W), z \in W^c \}.$$ 

In general these quantities do really depend on the conditioning event. However we will only be concerned with the case of a cycle.

Proposition 10.5. For a cycle $\pi$, two points $x, z$ in $\pi$ and $y$ in $B(\pi)$ we have
$$\lim_{\beta \to \infty} \frac{1}{\beta} \ln \sum_{n=0}^{\infty} P_\beta(X_n = z, \tau(\pi) > n/X_0 = x, X_{\tau(\pi)} = y) =$$
$$W(\pi) + H(\pi) - W(z),$$
$$\lim_{\beta \to \infty} \frac{1}{\beta} \ln E(\tau(\pi)/X_0 = x, X_{\tau(\pi)} = y) = H(\pi)$$
that is, the expected number of visits to a point and the exit time are of the same order (on the logarithmic scale) as if there were no condition imposed on the exit point.

Proof. Let $\pi$ be a cycle, let $x$ belong to $\pi$ and let $y$ belong to $B(\pi)$. Since $\pi$ is a cycle, for any $z$ in $\pi$, the minimum $\min\{ V(g_2) : g_2 \in G_{x,y}(\mathcal{W}^c) \}$ is equal to $\min\{ V(g_2) : g_2 \in G_{x,y}(\mathcal{W}^c) \}$ (a minimizing graph will have only one arrow exiting from $\pi$ and this arrow will land in $y$). The quantity appearing in corollary 10.3 is thus reduced to
$$\min\{ V(g_1) : g_1 \in G(\mathcal{W}^c) \} - \min\{ V(g_1) : g_1 \in G_{x,z}(\mathcal{W}^c \cup \{z\}) \}$$
which is exactly $C_{\pi \setminus \{z\}}(z, \pi^c) = W(\pi) + H(\pi) - W(z)$ (see proposition 4.14 and the beginning of its proof). This proves the first formula stated in the proposition. Taking the infimum over $z$ in $\pi$ (which corresponds to the quantity appearing in corollary 10.4), we obtain $H(\pi)$, proving the second formula. $\square$

Proposition 10.6. (estimation of the conditioned number of visits to a state before exit)
Let $1(A)$ denote the characteristic function of the event $A$. For any cycle $\pi$, any $x, u$ in $\pi$, any $y$ in $B(\pi)$, for any positive $\epsilon$ the limit
$$\lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta\left(\sum_{k=0}^{\tau(\pi)} 1(X_k = u) > \exp -\beta(W_\pi(u, u) - \epsilon)/X_0 = x, X_{\tau(x)} = y\right)$$
is infinite, and for any small enough positive $\epsilon$ the limit
$$\liminf_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta\left(\sum_{k=0}^{\tau(\pi)} 1(X_k = u) < \exp -\beta(W_\pi(u, u) + \epsilon)/X_0 = x, X_{\tau(\pi)} = y\right)$$
is larger than $\epsilon$. 
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Proof. Let us consider the random variable

$$\phi = \sum_{k=0}^{\tau(\pi)} 1(X_k = u)$$

and the sequence of stopping times

$$\theta_0 = \inf \{ n \geq 0 : X_n = u \},$$
$$\theta_k = \inf \{ n > \theta_{k-1} : X_n = u \}, \text{ for } k \geq 1.$$  

For any $N \geq M > 0$ we have

$$P_\beta(\phi > N, X_{\tau(\pi)} = y/X_0 = x) = P_\beta(\theta_N < \tau(\pi), X_{\tau(\pi)} = y/X_0 = x)$$

$$= P_\beta(\theta_0 < \tau(\pi)/X_0 = x) P_\beta(\theta_N < \tau(\pi)/X_0 = u) P_\beta(X_{\tau(\pi)} = y/X_0 = u)$$

$$\leq P_\beta(\theta_0 < \tau(\pi)/X_0 = x) P_\beta(X_{\tau(\pi)} = y/X_0 = u)$$

$$\times P_\beta(\theta_M < \tau(\pi)/X_0 = u)^{\lfloor N/M \rfloor}$$

Let us take $M = \lceil e E_\beta(\phi/X_0 = u) \rceil$. We obtain

$$P_\beta(\phi > N, X_{\tau(\pi)} = y/X_0 = x) \leq$$

$$P_\beta(X_{\tau(\pi)} = y/X_0 = x) \left( \frac{E_\beta(\phi/X_0 = u)}{M} \right)^{\lfloor N/M \rfloor}$$

so that

$$P_\beta(\phi > N/X_{\tau(\pi)} = y, X_0 = x) \leq \exp - \left[ \frac{N}{e E_\beta(\phi/X_0 = u) + 1} \right]$$

from which it is easy to deduce the first equation of proposition 10.6. We now prove the second inequality. We have

$$P_\beta(\phi < N, X_{\tau(\pi)} = y/X_0 = x) = \sum_{k=0}^{N-1} P_\beta(\phi = k, X_{\tau(\pi)} = y/X_0 = x)$$

$$= P_\beta(X_{\tau(\pi \setminus \{u\})} = y/X_0 = x) +$$

$$\sum_{k=1}^{N-1} P_\beta(\theta_k < \tau(\pi), X_{\tau(\pi)} = y, \theta_{k+1} > \tau(\pi)/X_0 = x)$$

$$= P_\beta(X_{\tau(\pi \setminus \{u\})} = y/X_0 = x) +$$

$$\sum_{k=1}^{N-1} P_\beta(\theta_k < \tau(\pi)/X_0 = x) P_\beta(X_{\tau(\pi \setminus \{u\})} = y/X_0 = u).$$

Moreover

$$P_\beta(X_{\tau(\pi)} = y/X_0 = u) = P_\beta(X_{\tau(\pi \setminus \{u\})} = y/X_0 = u) E_\beta(\phi/X_0 = u)$$
so that
\[ P_\beta(\phi < N, X_\tau(\pi) = y/X_0 = x) \leq P_\beta(X_\tau(\pi \setminus \{ u \}) = y/X_0 = x) + \frac{N - 1}{E_\beta(\phi/X_0 = u)} P_\beta(X_\tau(\pi) = y/X_0 = u) \]

and the second inequality stated in proposition 10.6 will follow from the two following equations:

\[
\begin{align*}
&\lim_{\beta \to \infty} \frac{P_\beta(X_\tau(\pi) = y/X_0 = u)}{P_\beta(X_\tau(\pi) = y/X_0 = x)} = 1, \\
&\liminf_{\beta \to \infty} -\frac{1}{\beta} \ln \frac{P_\beta(X_\tau(\pi \setminus \{ u \}) = y/X_0 = x)}{P_\beta(X_\tau(\pi) = y/X_0 = x)} > 0.
\end{align*}
\]

Formula (7) follows from the three equations:
\[
P_\beta(X_\tau(\pi) = y/X_0 = u) \geq P_\beta(X_\tau(\pi \setminus \{ x \}) = x/X_0 = u) P_\beta(X_\tau(\pi) = y/X_0 = x) \\
P_\beta(X_\tau(\pi) = y/X_0 = x) \geq P_\beta(X_\tau(\pi \setminus \{ u \}) = u/X_0 = x) P_\beta(X_\tau(\pi) = y/X_0 = u) \\
\lim_{\beta \to \infty} P_\beta(X_\tau(\pi \setminus \{ u \}) = u/X_0 = x) = \lim_{\beta \to \infty} P_\beta(X_\tau(\pi \setminus \{ x \}) = x/X_0 = u) = 1.
\]

Let us finally prove formula (8). We have
\[
P_\beta(X_\tau(\pi \setminus \{ u \}) = y/X_0 = x) \leq \frac{P_\beta(X_\tau(\pi) = y/X_0 = u)}{P_\beta(X_\tau(\pi) = y/X_0 = x)} \leq 1 - (1 - P_\beta(X_\tau(\pi \setminus \{ u \}) \neq u/X_0 = x))(1 - P_\beta(X_\tau(\pi \setminus \{ x \}) \neq x/X_0 = u)).
\]

Moreover, we know that
\[
\liminf_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(X_\tau(\pi \setminus \{ u \}) \neq u/X_0 = x) > 0, \\
\liminf_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta(X_\tau(\pi \setminus \{ x \}) \neq x/X_0 = u) > 0.
\]

We can thus make an asymptotic expansion in formula (9), from which formula (8) follows.

**Corollary 10.7.** For any cycle \( \pi \), any \( x, u \) in \( \pi \), any \( y \) in \( B(\pi) \), any positive \( \epsilon \), the probability
\[
P_\beta \left( \exp -\beta \epsilon \leq \sum_{k=0}^{\tau(\pi)} 1(X_k = u) \exp \beta W_\pi(u, u) \leq \exp \beta \epsilon / X_0 = x, X_\tau(\pi) = y \right)
\]
is going to 1 as \( \beta \) goes to infinity.

**Remark.** It is clear from our proof that we could get stronger inequalities than those of proposition 10.6 if we strengthen the hypothesis on \( a(\beta) \) (for instance \( \lim a(\beta) = a > 0 \)). We leave the details to the reader.
Corollary 10.8. (estimation of the conditioned exit time)

For each $\epsilon > 0$, each cycle $\pi$, $x$ in $\pi$, $y$ in $B(\pi)$, the probability

$$P_\beta \left( \exp \left( \beta (H(\pi) - \epsilon) \leq \tau(\pi) \leq \exp \left( \beta (H(\pi) + \epsilon) / X_0 = x, X_{\tau(\pi)} = y \right) \right) \right)$$

is going to 1 as $\beta$ goes to infinity.

Proposition 10.9. For any saddle path $(s_0, \ldots, s_{2r+1})$ we have

$$\lim_{\beta \to \infty} P_\beta \left( \forall k \in \{1, \ldots, r\} \quad \exp \left( \beta (s_{2k,D \setminus G} - \epsilon) \leq \tau_{k+1} - \tau_k \right) \leq \exp \left( \beta (s_{2k,D \setminus G} + \epsilon) \right) \right) = 1$$

conditionally on the event

$$\{ \pi(X) = \{(s_0), \pi(s_1,D \setminus G), \ldots, \pi(s_{2r-1},D \setminus G), \{s_{2r+1}) \} \}.$$ 

Remark. The conditioning can also be done with respect to the event

$$\{ S(X) = (s_0, \ldots, s_{2r+1}) \}.$$

Proof. This result follows from repeated conditioning and applications of the preceding corollary 10.8. □

Proposition 10.10. For any cycle path $(\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\})$ we have

$$\lim_{\beta \to \infty} P_\beta \left( \forall u \in \bigcup_{k=0}^{r-1} \pi_k, \quad \exp \left( \beta (\pi(s_{2k,D \setminus G} - \epsilon) \leq \sum_{n=\theta(G,\tau(D))}^{\pi(D)} 1(X_n = u) \right) \right. \left. \leq \exp \left( \beta (\pi(s_{2k,D \setminus G} + \epsilon) \right) \right) / \pi(X,D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) \right) = 1.$$ 

More precisely, for any $u$ in $\bigcup_{k=0}^{r-1} \pi_k$, for any positive $\epsilon$,

$$\lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta \left( \sum_{n=\theta(G,\tau(D))}^{\pi(D)} 1(X_n = u) > \exp \left( \beta (\pi(s_{2k,D \setminus G} - \epsilon) \right) \right. \left. / \pi(X,D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) \right) = +\infty$$

and for any small enough positive $\epsilon$

$$\lim_{\beta \to \infty} -\frac{1}{\beta} \ln P_\beta \left( \sum_{n=\theta(G,\tau(D))}^{\pi(D)} 1(X_n = u) < \exp \left( \beta (\pi(s_{2k,D \setminus G} + \epsilon) \right) \right. \left. / \pi(X,D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}) \right) \geq \epsilon.$$ 

Proof. We recall that $-\pi(D,G) = W(\pi(u,D \setminus G)) + H(\pi(u,D \setminus G)) - W(u)$. These estimations follow from proposition 10.6. □
Remark. The states of the exit saddle path are not necessarily those in which
the exit path spends most of its time. The states in which the exit path
spends most of its time are the ground states of the deepest cycles of the
exit cycle path.

11. Chronology of the exit path

In this section we will be interested in a more refined large deviation up-
ner bound which controls all the arrows of the exit path and the order in
which they appear. With the same notation as before, we introduce the cost
function
\[
V_x(D, G)(X) = W_D(x, X_\theta) + \\
\sum_{n=\theta+1}^{\tau(D)} \left(V(X_{n-1}, X_n) + W_{\{X_{\theta+1}, \ldots, X_{n-1}\}}(X_{n-1}, X_n)\right)^+
\]
with the convention that \(W_\theta(u, u) = 0\) in all cases. We consider the sequence
of random times \(\nu_0 = 0,\)
\[
\nu_k = \inf \{ n > \nu_{k-1} : V(X_{n-1}, X_n) + W_{S_n}(X_{n-1}, X_n) > 0 \},
\]
where we have put \(S_n = \{ X_{\theta+1}, \ldots, X_{n-1} \} \). The cost function defined
above is related to the events
\[
\mathcal{E}_r(y, (s_l), (A_k), z) = \{ X_\theta = y, X_{\nu_{k-1}} = s_{2k-1}, X_{\nu_k} = s_{2k}, \\
S_{\nu_k} = A_k, 1 \leq k \leq r, \tau(D) < \nu_{r+1}, X_{\tau(D)} = z \}
\]
where the sets \(A_k\) are subsets of \(D \setminus G\) and the points \(s_l\) are in \(D \setminus G\). For
each of these events we have the following estimates.

Theorem 11.1. There is a positive constant \(K_{11}\) such that for any \(\beta\)
\[
(K_{11}^{-1}a(\beta)^{K_{11}})^{r+1} \exp -\beta V_x(\mathcal{E})
\leq P_\beta(\mathcal{E}_r(y, (s_l), (A_k), z) / X_0 = x) \leq
(K_{11}^{-1}a(\beta)^{-K_{11}})^{r+1} \exp -\beta V_x(\mathcal{E}).
\]

Proof.

\[
P_\beta(\mathcal{E}_r(y, (s_l), (A_k), z) / X_0 = x) = \left( \sum_{m=0}^{\infty} P_\beta(X_m = y, \tau(D) > m/X_0 = x) \right)
\times P_\beta(\mathcal{E}_r(y, (s_l), (A_k), z), X_{\tau(D \setminus G)} \in D^c/X_0 = y).
\]

Moreover
\[
P_\beta(\mathcal{E}_r(y, (s_l), (A_k), z), X_{\tau(D \setminus G)} \in D^c/X_0 = y) =
\begin{equation}
P_\beta(X_{\tau(D \setminus G)} = z, \nu_{r+1} > \tau(D)/X_{\nu_r} = s_{2r}) \times
\prod_{k=1}^{r} P_\beta(X_{\nu_{k-1}} = s_{2k-1}, X_{\nu_k} = s_{2k}, S_{\nu_k} = A_k/X_{\nu_{k-1}} = s_{2k-2}, S_{\nu_{k-1}} = A_{k-1})
\end{equation}
\]
We have to estimate the term
\begin{equation}
(11) \quad P_\beta(X_{v_k-1} = s_{2k-1}, X_{v_k} = s_{2k}, S_{v_k} = A_k/X_{v_k-1} = s_{2k-2}, S_{v_k-1} = A_{k-1}).
\end{equation}

We will deal with the case when \(A_{k-1} \neq A_k\), which is the most intricate, the other case is left to the reader. Let \(\mathcal{I}_k\) be the collection of all the sequences \((u_0, \ldots, u_m)\) in \((A_{k-1}^e)^{m+1}\) such that
- \(u_0 = s_{2k-2}\),
- \(u_0, \ldots, u_m\) are distinct points,
- \(A_{k-1} \cup \{u_0, \ldots, u_m\} = A_k\),
- \(C_{A_{k-1} \cup \{u_0, \ldots, u_m\}}(u_{l-1}, u_l) = 0\).

If \(\mathcal{I}_k\) is empty, then the term in formula (11) is zero, otherwise it is equal to
\begin{equation}
\sum_{(u_0, \ldots, u_m) \in \mathcal{I}_k} \prod_{l=1}^m P_\beta(X_{\alpha_l} = u_l, \nu_k > \alpha_l/X_{\alpha_{l-1}} = u_{l-1}, \nu_k \geq \alpha_l/X_{\alpha_{l-1}} = u_{l-1}, \nu_k < \alpha_l/X_{\alpha_{l-1}} = u_{l-1})
\end{equation}
\begin{equation}
\times P_\beta(X_{v_k-1} = s_{2k-1}, X_{v_k} = s_{2k}, S_{v_k} = A_k/X_{\alpha_m} = u_m, S_{\alpha_m+1} = A_k)
\end{equation}
where \(\alpha_0 = \nu_k-1\) and \(\alpha_l = \inf\{n > \alpha_{l-1}/X_n \notin S_n\}\). But
\begin{equation}
P_\beta(X_{\alpha_l} = u_l, \nu_k > \alpha_l/\cdots) = P_\beta(X_{\alpha_l} = u_l/\cdots) - P_\beta(X_{\alpha_l} = u_l, \nu_k \leq \alpha_l/\cdots).
\end{equation}

In addition, for some positive constants \(\gamma, C_7, C_8\),
\begin{equation}
P_\beta(X_{\alpha_l} = u_l, \nu_k \leq \alpha_l/\cdots) \leq P_\beta(\nu_k \leq \alpha_l/\cdots) \leq C_\gamma a(\beta)^{-C_8} \exp(-\gamma\beta),
\end{equation}
\begin{equation}
C_7^{-1} a(\beta)^{C_8} \leq P_\beta(X_{\alpha_l} = u_l/\cdots) \leq C_\gamma a(\beta)^{-C_8}.
\end{equation}

Therefore for \(\beta\) large enough and for some positive constants \(C_9, C_{10}\),
\begin{equation}
(13) \quad C_9^{-1} a(\beta)^{C_{10}} \leq P_\beta(X_{\alpha_l} = u_l, \nu_k > \alpha_l/\cdots) \leq C_9 a(\beta)^{-C_{10}}.
\end{equation}

We also have for some positive constants \(C_{11}, C_{12}\)
\begin{equation}
C_{11}^{-1} a(\beta)^{C_{12}} \exp -\beta (W_{A_k}(u_m, s_{2k-1}) + V(s_{2k-1}, s_{2k})) \leq
\end{equation}
\begin{equation}
(14) \quad P_\beta(X_{v_k-1} = s_{2k-1}, X_{v_k} = s_{2k}, S_{v_k} = A_k/X_{\alpha_m} = u_m, S_{\alpha_m+1} = A_k)
\leq C_{11} a(\beta)^{-C_{12}} \exp -\beta (W_{A_k}(u_m, s_{2k-1}) + V(s_{2k-1}, s_{2k})).
\end{equation}

Let us remark eventually that \(W_{A_k}(u_m, s_{2k-1}) = W_{A_k}(s_{2k-1}, s_{2k-1})\) because it is possible to go from \(u_m\) to \(s_{2k-1}\) in \(A_k\) at null cost. Putting together (10), (12), (13), (14) and noticing that \(P_\beta(X_{\tau(D \setminus G)} = z, \nu_{r+1} > \tau(D)/X_{v_r} = s_{2r})\) is logarithmically equivalent to zero, we obtain the estimates stated in the theorem. \(\square\)
Theorem 11.2. For any positive $\lambda$ there is a positive constant $K_{12}$ such that, for any $\beta$,
\[ P_\beta(V_x(X) \geq \lambda/X_0 = x) \leq K_{12}a(\beta)^{-K_{12}} \exp -\beta \lambda. \]

Proof. Let
\[ \alpha = \min \left( \left\{ \left( V(x, y) + W_A(x, x) \right)^+ : x, y \in E, A \subset E \right\} \setminus \{0\} \right). \]
We write
\[ P(\nu_k < \tau(D)/X_0 = x) = \sum_{m=0}^{\infty} \left( \sum_{y, \tau(D) > m/X_0 = x} P_{\beta}(x, y) \right) \times \prod_{i=1}^{k} P_{\beta}(X_{\nu_i-1} = s_{2l-1}, X_{\nu_i} = s_{2l}, S_{\nu_i} = A_l/X_{\nu_i-1} = s_{2l-2}, S_{\nu_i-1} = A_{l-1}) \]
where the first summation set is $\{ y \in G, (s_1, \ldots, s_{2k}) \in E^{2k}, (A_1, \ldots, A_k) \in \mathcal{P}(E)^k \}$. The same estimates as in theorem 11.1 show that for any $k$ there exist positive constant $C_{13}, C_{14}$ such that
\[ P_{\beta}(\nu_k \leq \tau(D)/X_0 = x) \leq C_{13}a(\beta)^{-C_{14}} \exp -\beta(k\alpha + \min_{y \in G} W_D(x, y)). \]
We choose $k$ such that $k\alpha + \min_{y \in G} W_D(x, y) > 2\lambda$ and we write
\[ P_{\beta}(V_x(X) \geq \lambda/X_0 = x) \leq P_{\beta}(\nu_k < \tau(D)/X_0 = x) + P_{\beta}(V_x(X) \geq \lambda, \nu_k \geq \tau(D)/X_0 = x). \]
The second term of the right hand side is the probability of a finite union of events of the type described in theorem 11.1; applying the estimates of theorem 11.1 to each of these events yields the desired inequality. \qed

12. Applications

In this section, we apply our results to study the way the process fall to the bottom of a cycle or escape from the bottom of a cycle.

**Falling to the bottom.** Let $\pi$ be a cycle and $x$ a starting point in $\pi$. We take $D = \pi \setminus F(\pi)$ and $G = \pi(x, D)$ i.e. we want to study the way the chain either leaves $\pi$ or reaches the bottom $F(\pi)$ of the cycle. For any point $s_0$ in $\pi(x, D)$ we have $C_{D\setminus\{s_0\}}(x, s_0) = 0$ (since $D$ contains the cycle $\pi(x, D)$). Theorem 9.1 shows that we must necessarily have (second point of the characterization of the saddle paths of null cost)
\[ V(s_0, s_1) = H(\pi(s_0, D)) + W(\pi(s_0, D)) - W(s_0). \]
Moreover $s_1$ does not belong to $G$ and is thus in the boundary of $\pi(s_0, D) = \pi(x, D)$. Since by corollary 7.3
\[ H(\pi(s_0, D)) + W(\pi(s_0, D)) - W(s_0) \leq V(s_0, s_1) - C_{\pi(s_0, D)}(s_0, s_1) \]
a saddle path of null $V_\pi$-cost has to satisfy $C_{\pi(s_0, D)}(s_0, s_1) = 0$ so that in fact $s_1$ belongs to $\tilde{B}(\pi(s_0, D))$. Necessarily, the point $s_1$ belongs to $\pi$.
In addition, $C_{D\setminus\{s_1\}}(s_1, s_{2r+1}) = 0$ whence $s_{2r+1}$ is in the bottom $F(\pi)$ (the exit of $D$ takes place in $F(\pi)$). In this situation, the index $r_*$ is null, the ascending part of the saddle path is reduced to $(s_0)$. 
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Escaping from the bottom. Let \( \pi \) be a cycle and \( x \) a starting point in the bottom \( F(\pi) \). We take \( D = \pi \) and \( G = F(\pi) \) i.e. we want to study the way the chain leaves \( \pi \) after its last visit to \( F(\pi) \). For any point \( s_0 \) in \( F(\pi) \) we have \( \pi(s_0, D) = \pi \) and \( C_{D \setminus \{s_0\}}(x, s_0) = 0 \). By proposition 4.14 we have also \( C_{D \setminus \{s_0\}}(s_0, D^\circ) = H(\pi) \). In this situation the indices \( r_s \) and \( r^* \) are equal to the length \( r \) of the saddle path, the ascending part is \( (s_0, \ldots, s_2r) \), the ridge part is empty, the descending part is \( (s_{2r+1}) \) and \( s_{2r+1} \) belongs to the principal boundary of \( \pi \). The global saddles are the optimal saddles exiting from \( \pi \) i.e. the saddles \( (y, z) \) such that \( y \in \pi, z \in \mathcal{B}(\pi) \) and \( W(y) + V(y, z) = W(\pi) + H(\pi) \).

Recursive applications of the result. Knowing that the Markov chain follows a fixed saddle path, we can recursively apply our result to obtain information on the way it enters and exits from the successive cycles of the associated cycle path: for instance, on the way it falls to the bottom or escape from the bottom of an intermediate cycle.

13. The reversible dynamics of Metropolis

In this final section, we deal with the reversible case of the Metropolis dynamics. The reversibility of the dynamics induces some reversibility properties for the exit saddle path. This situation has also been studied in [35] and in [37].

Let \( U : E \mapsto \mathbb{R}_+ \) be a potential whose global minimum over \( E \) is zero. We suppose that

\[ \forall x, y \in E \quad V(x, y) < \infty \iff V(y, x) < \infty \]

and that \( V(x, y) = (U(y) - U(x))^+ \) whenever \( V(x, y) < \infty \). In this situation the virtual energy \( W \) coincides with the potential \( U \) and each quantity admits a simplified expression with the help of \( U \). For instance, for any cycle \( \pi \),

\[ H(\pi) = \min \left\{ (U(x) - U(\pi))^+ : x \in \mathcal{B}(\pi) \right\} \]

PROPOSITION 13.1. (reversibility of the saddle path)

Let \( \mathcal{R} \) be the reversing operator defined on the set of sequences of points of \( E \) of odd length by \( \mathcal{R}(s_0, \ldots, s_{2r+1}) = (s_{2r+1}, \ldots, s_0) \). The operator \( \mathcal{R} \) is a one to one map between the saddle paths of \( S(D, G) \) and \( S(G^c, D^c) \).

Proof. The map \( \mathcal{R} \) is clearly one to one since \( \mathcal{R} \circ \mathcal{R} \) is the identity map. That \( \mathcal{R}(S(D, G)) = S(G^c, D^c) \) is a consequence of the set equality \( G \setminus G = G^c \setminus D^c \) and of the following facts:

\[ V(s_{2k}, s_{2k+1}) < \infty \iff V(s_{2k+1}, s_{2k}) < \infty, \]

\[ s_{2k} \in \pi(s_{2k-1}, D \setminus G) \iff s_{2k-1} \in \pi(s_{2k}, G^c \setminus D^c), \]

\[ s_{2k+1} \in \mathcal{B}(\pi(s_{2k}, D \setminus G)) \iff s_{2k} \in \mathcal{B}(\pi(s_{2k+1}, G^c \setminus D^c)). \]

Lemma 13.2. Let \( (s_0, \ldots, s_{2r+1}) \) be a saddle path. For all \( k \) in \( \{1, \ldots, r_*\} \) we have

\[ U(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - U(\pi(s_{2k}, D \setminus G)) \geq \max(U(s_{2k}), U(s_{2k+1})) - \max(U(s_{2k-2}), U(s_{2k-1})). \]
Proof. Since $s_{2k-2}$ does not belong to $\pi(s_{2k-1}, D \setminus G)$ (which coincides with $\pi(s_{2k}, D \setminus G)$ and $V(s_{2k-2}, s_{2k-1})$ is finite (which implies by reversibility that $V(s_{2k-1}, s_{2k-2})$ is also finite), then $s_{2k-2}$ belongs to the boundary of the cycle $\pi(s_{2k}, D \setminus G)$. Either $\pi(s_{2k}, D \setminus G)$ is reduced to $\{s_{2k}\}$ and $H(\pi(s_{2k}, D \setminus G)) = 0$, in which case the inequality of the lemma is satisfied, or $H(\pi(s_{2k}, D \setminus G)) > 0$; in this last case, we have

$$U(s_{2k-2}) \geq H(\pi(s_{2k}, D \setminus G)) + U(\pi(s_{2k}, D \setminus G))$$

which gives the desired inequality. □

Theorem 13.3. (reversibility of the ascending part)
Let $(s_0, \ldots, s_{2r+1})$ be a saddle path of $S(D, G)$ of null $V_{s_0}(D, G)$–cost. For any $k$ in $\{1, \ldots, r\}$, the point $s_{2k-2}$ belongs to the principal boundary of $\pi(s_{2k-1}, D \setminus G)$. Equivalently, the ascending part $(s_0, \ldots, s_{2r})$ of the saddle path $(s_0, \ldots, s_{2r+1})$ is the descending part of a saddle path of $S(G^c, \pi(s_0, D)^c)$ of null $V_{s_{2r+1}}(G^c, \pi(s_0, D)^c)$–cost.

Remark. For $s \in \pi(s_0, D)$ we have $\pi(s, D \setminus G) = \pi(s, \pi(s_0, D) \setminus G) = \pi(s, G^c \setminus \pi(s_0, D)^c)$.

Proof. Let $(s_0, \ldots, s_{2r+1})$ be a saddle path of null $V_{s_0}$–cost. We have by lemma 13.2

$$V(s_0, s_1) + \sum_{1 \leq k \leq r} \left( U(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - U(\pi(s_{2k}, D \setminus G)) \right)$$

$$\geq V(s_0, s_1) + \sum_{1 \leq k \leq r} \max(U(s_{2k}), U(s_{2k+1})) - \max(U(s_{2k-2}), U(s_{2k-1}))$$

$$\geq U(s_{2r+1}) - U(s_0).$$

Now $s_{2r+1}$ belongs to the principal boundary of $\pi(s_0, D)$ whence

$$U(s_{2r+1}) - U(s_0) = U(\pi(s_0, D)) + H(\pi(s_0, D)) - U(s_0)$$

which is also the value of the initial sum in the above formula (a necessary condition for $(s_0, \ldots, s_{2r+1})$ to be a saddle path of null $V_{s_0}$–cost, see the second condition given in theorem 9.1). It follows that all the intermediate inequalities (given by lemma 13.2) are in fact equalities i.e. for all $k$ in $\{1, \ldots, r\}$

$$U(\pi(s_{2k-1}, D \setminus G)) + H(\pi(s_{2k-1}, D \setminus G)) = \max(U(s_{2k-2}), U(s_{2k-1})).$$

This equality is equivalent to the fact that $s_{2k-2}$ belongs to the principal boundary of $\pi(s_{2k-1}, D \setminus G)$. □

Theorem 13.4. (global reversibility of saddle paths of null cost between two cycles)
Let $\pi_1$ and $\pi_2$ be two disjoint cycles of $E$ and set $G = \pi_1, D = \pi_2^c$. The reversing operator $R$ maps the saddle paths of null cost of $S(D, G)$
onto the saddle paths of null cost of $S(G^c, D^c)$; it leaves the ridge part invariant and exchanges the ascending and the descending part. More precisely, let $(s_0, \ldots, s_{2r+1})$ be a saddle path of $S(D, G)$ of null $V_{s_0}$–cost. Then $R(s_0, \ldots, s_{2r+1})$ is a saddle path of $S(G^c, D^c)$ of null $V_{s_{2r+1}}$–cost. Its ascending part is $(s_{2r+1}, \ldots, s_{2r+1})$, its ridge part is $(s_1, \ldots, s_{2r+1})$ and its descending part $(s_2, \ldots, s_0)$.

**Proof.** Let $(s_0, \ldots, s_{2r+1})$ be a saddle path of null $V_{s_0}$–cost. Proposition 13.1 shows that $R(s_0, \ldots, s_{2r+1})$ belongs to $S(G^c, D^c)$. We have

\[
\sum_{1 \leq k \leq r} \left( U(s_{2k}) + V(s_{2k}, s_{2k+1}) - H(\pi(s_{2k}, D \setminus G)) - U(\pi(s_{2k}, D \setminus G)) \right) = \sum_{1 \leq k \leq r} \left( \max(U(s_{2k-1}), U(s_{2k})) - H(\pi(s_{2k-1}, D \setminus G)) - U(\pi(s_{2k-1}, D \setminus G)) \right) - \max(U(s_1), U(s_0)) + \max(U(s_{2r+1}), U(s_{2r}))
\]

so that

\[
V_{s_0}(s_0, \ldots, s_{2r+1}) - V_{s_{2r+1}}(R(s_0, \ldots, s_{2r+1})) = V(s_0, s_1) - V(s_{2r+1}, s_2) - \max(U(s_1), U(s_0)) + \max(U(s_{2r+1}), U(s_{2r})) + W_D(s_0, s_0) - W_{G^c}(s_{2r+1}, s_{2r+1}) = U(\pi(s_{2r+1}, G^c)) + H(\pi(s_{2r+1}, G^c)) - U(\pi(s_0, D)) - H(\pi(s_0, D))
\]

(where we have used lemma 4.7 and proposition 4.14 to compute $W_D$ and $W_{G^c}$). However the cycles $\pi(s_0, D)$ and $\pi(s_{2r+1}, G^c)$ do not depend on the points $s_0, s_{2r+1}$ in $\pi_1 \times \pi_2$: these cycles are two disjoint cycles which are maximal proper subcycles of the smallest cycle $\pi$ containing both $\pi_1$ and $\pi_2$. As a consequence, the quantities $U(\pi(s_0, D)) + H(\pi(s_0, D))$ and $U(\pi(s_{2r+1}, G^c)) + H(\pi(s_{2r+1}, G^c))$ are equal to the level of $\pi$ whence

\[
V_{s_0}(s_0, \ldots, s_{2r+1}) = V_{s_{2r+1}}(R(s_0, \ldots, s_{2r+1})).
\]

Thus $R(s_0, \ldots, s_{2r+1})$ has a null $V_{s_{2r+1}}$–cost. The assertion concerning the three parts of $R(s_0, \ldots, s_{2r+1})$ is a straightforward consequence of the definition (proposition 9.3). \(\square\)

**Corollary** 13.5. Let $\pi_1$ and $\pi_2$ be two disjoint cycles of $E$. The set of global saddles (respectively the set of global saddle points) between $\pi_1$ and $\pi_2$ coincides with the set of global saddles (resp. the set of global saddle points) between $\pi_2$ and $\pi_1$. 

APPENDIX

In this appendix, we will state the counterpart of the main results of the paper in the non homogeneous case. We will rely on Trouvé’s proofs, therefore we will assume that $a(\beta) = a = \text{constant}$ is independent of $\beta$.

We consider a family of time inhomogeneous Markov chains $(P(\beta))$ on $E^N$, indexed by non decreasing sequences $(\beta_k)_{k \in \mathbb{N}}$ of positive real inverse temperatures. We use $(X_n)_{n \in \mathbb{N}}$ to denote the canonical process on $E^N$ and assume that for some positive constant $a$ and some family $(p_{\beta})_{\beta \in \mathbb{R}^+}$ of Markov matrices we have for any $x, y \in E\,$

$$a \leq p_{\beta}(x, y) \exp \beta V(x, y) \leq a^{-1}, \quad \beta \in \mathbb{R}^+,$$

and

$$P(\beta)(X_n = y / X_{n-1} = x) = p_{\beta_n}(x, y).$$

**Theorem 13.6.** (corresponding to theorem 5.2.)

There is a positive constant $K$, depending only on $|E|$ and $a$, such that for any non decreasing sequence $(\beta)$, any subsets $D$ and $G$, $G \subset D$,

$$P(\beta)(\pi(D, G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}), \tau(D) > n$$

$$/ \theta(G, \tau(D)) = m, X_{\theta(G, \tau(D))} = y$$

$$\leq K \exp -\beta_{m+1} \left( V(y, \pi_0) + \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) \right)$$

$$\times \prod_{l=m+1}^{n} \left( 1 - K^{-1} \exp \left( - \beta_{l} \max_{k=0, \ldots, r-1} H(\pi_k) \right) \right)$$

and

$$\sum_{l=m+1}^{n} \exp \beta_l \left( V(y, \pi_0) + \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) \right)$$

$$\times P(\beta)(\pi(D, G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}), \tau(D) = l$$

$$/ \theta(G, \tau(D)) = m, X_{\theta(G, \tau(D))} = y$$

$$\geq K^{-1} - \prod_{l=m+1}^{n} \left( 1 - K^{-1} \exp \left( - \beta_{l} \max_{k=0, \ldots, r-1} H(\pi_k) \right) \right).$$

Consequently

$$P(\beta)(\pi(D, G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}), \tau(D) \leq n$$

$$/ \theta(G, \tau(D)) = m, X_{\theta(G, \tau(D))} = y$$

$$\geq K^{-1} \exp -\beta_n \left( V(y, \pi_0) + \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) \right)$$

$$\times \left( 1 - K \prod_{l=m+1}^{n} \left( 1 - K^{-1} \exp \left( - \beta_{l} \max_{k=0, \ldots, r-1} H(\pi_k) \right) \right) \right).$$
Proof. With the notations of Catoni [8] and Trouvé [41] (English translation Trouvé [42]),
\[ P_\beta(\pi(D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}), \tau(D) = n \]
\[ / \theta(G, \tau(D)) = m, X_\theta = y \]
\[ = [M(\emptyset, \pi_0)M(\pi_0, \pi_1) \cdots M(\pi_{r-1}, \{z\})]^{z,n}_{y,m}, \]
and the result follows by applying theorem 1.43 \( \mathcal{H}_2 \) and \( \mathcal{H}_3 \) of Trouvé [41]
(th. 4.5 of Trouvé [42]), for the upper bound, and from theorem 1.43 \( \mathcal{H}_4 \) of Trouvé [42]
to combine these estimates.

Theorem 13.7. (corresponding to theorem 6.2)
There is a positive constant \( K \), depending only on \(|E|\) and \( a \), such that for
any non increasing sequence \((\beta)\), any subsets \( D \) and \( G, G \subset D \),
\[ P_\beta(\pi(D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}), \tau(D) > n \]
\[ / \theta(G, \tau(D)) = m, X_\theta(G, \tau(D)) = y \]
\[ \leq K \exp -\beta_{m+1} \left( V(y, \pi_0) + \sum_{k=1}^r C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) \right) \]
\[ \times \prod_{l=m+1}^n \left( 1 - K^{-1} \exp -\beta_l \left( \max_{k=0, \ldots, r-1} H(\pi_k) \right) \right). \]

On the other hand
\[ \sum_{l=m+1}^n \exp \beta_l \left( V(y, \pi_0) + \sum_{k=1}^r C_{\pi_{k-1}}(\pi_{k-1}, \pi_k) \right) \]
\[ \times P_\beta(\pi(D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}), \tau(D) = l \]
\[ / \theta(G, \tau(D)) = m, X_\theta(G, \tau(D)) = y \]
\[ \geq K^{-1} - \prod_{l=m+1}^n \left( 1 - K^{-1} \exp -\beta_l \left( \max_{k=0, \ldots, r-1} H(\pi_k) \right) \right). \]

Proof. We have
\[ P_\beta(\pi(D,G) = (\{y\}, \pi_0, \ldots, \pi_{r-1}, \{z\}), \tau(D) = n / \theta = m, X_\theta = y \]
\[ = [M(\emptyset, \pi_0)M(\pi_0, \pi_1) \cdots M(\pi_{r-1}, \{z\})]^{z,n}_{y,m}, \]
with
\[ M(\pi_{k-1}, \pi_k) = \sum_{G \in M(\pi_{k-1})} M(\pi_{k-1}, G)M(G, \pi_k), \]
and the result comes from theorem 1.43 \( \mathcal{H}_3 \) and \( \mathcal{H}_4 \) of Trouvé [41] (theorem 4.5 of Trouvé [42]), for the upper bound, and from theorem 1.43 \( \mathcal{H}_2 \) for the lower bound.

As for theorem 7.4, what Trouvé [41] allows to do most straightforwardly
is to compute the probability of the odd points of the saddle path.
Theorem 13.8. (corresponding to theorem 7.4)
There is a positive constant $K$, depending on $|E|$ and $a$, only, such that for any non increasing sequence $(\beta_i)$, any subsets $D$ and $G$, $G \subset D$,

\[
P(\beta)(s_1 = z_0, \ldots, s_{2k+1} = z_k, \ldots, s_{2r+1} = z_r, \tau(D) > n / \theta(G, \tau(D)) = m, X_\theta = y)
\]

\[
\leq K \exp -\beta_{m+1} \left( V(y, z_0) + \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, z_k) \right)
\]

\[
\times \prod_{l=m+1}^{n} \left( 1 - K^{-1} \exp \left( -\beta_l \max_{0 \leq k < r} H(\pi_k) \right) \right),
\]

and

\[
\sum_{l=m+1}^{n} \exp \beta_l \left( V(y, z_0) + \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, z_k) \right)
\]

\[
\times P(\beta)(s_1 = z_0, \ldots, s_{2r+1} = z_r, \tau(D) = l / \theta(G, \tau(D)) = m, X_\theta = y)
\]

\[
\geq K^{-1} - \prod_{l=m+1}^{r} \left( 1 - K^{-1} \exp -\beta_l \max_{0 \leq k < r} H(\pi_k) \right).
\]

Proof.

\[
P(\beta)(s_1 = z_0, \ldots, s_{2k+1} = z_k, \ldots, \tau(D) = n / \theta(G, \tau(D)) = m, X_\theta = y)
\]

\[
= \left[ M(\emptyset, \{z_0\}) M(\pi_0, \{z_1\}) M(\pi_1, \{z_2\}) \cdots M(\pi_{r-1}, \{z_r\}) \right]^{z_r, n},
\]

and the result follows from theorem 1.43 of Trouvé [41] (4.5 of Trouvé [42]).

\[\square\]

Remark. Getting estimates for the whole saddle path from this theorem is straightforward, since estimates for the whole saddle path (including its even points) are nothing but estimates for the odd points of the saddle path of the chain $(X_{n-1}, X_n)$ with state space $\{(x, y) \in E / V(x, y) < +\infty\}$. We leave the details to the reader. We let also the reader generalize the results of section 11 on the chronology of the exit path, applying Trouvé [41] to the chain $(X_{n-1}, X_n)$.

Theorem 13.9. (corresponding to theorem 8.2)
There is a positive constant $K$, depending only on $|E|$ and $a$, such that for any non increasing sequence $(\beta_i)$, any subsets $D$ and $G$, $G \subset D$,

\[
P(\beta)(s_1 = z_0, \ldots, s_{2r+1} = z_r, \tau(D) > n / \theta(G, \tau(D)) = m, X_\theta = y)
\]

\[
\leq K \exp -\beta_{m+1} \left( V(y, z_0) + \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, z_k) \right)
\]

\[
\times \prod_{l=m+1}^{n} \left( 1 - K^{-1} \exp -\beta_l \max_{0 \leq k < r} H(\pi_k) \right),
\]
and
\[\sum_{l=m+1}^{n} \exp \beta_l \left(V(y, z_0) + \sum_{k=1}^{r} C_{\pi_{k-1}}(\pi_{k-1}, z_k)\right)\]
\[\times \mathbb{P}_{\beta_l}(\bar{s}_1 = z_0, \ldots, \bar{s}_{2r+1} = z_r, \tau(D) = n / \theta(G, \tau) = m, X_\theta = y)\]
\[\geq K^{-1} - \prod_{l=m+1}^{n} \left(1 - K^{-1} \exp -\beta_l \max_{0 \leq k < r} H(\pi_k)\right).\]

**Proof.**

\[\mathbb{P}_{\beta_l}(\bar{s}_1 = z_0, \ldots, \bar{s}_{2r+1} = z_r, \tau(D) = n / \theta(G, \tau) = m, X_\theta = y)\]
\[= \left[M(\emptyset, \{z_0\})M(\pi_0, \{z_1\}) \cdots M(\pi_{r-1}, \{z_r\})\right]_{y,m}^{z_r,n} \quad \square\]

**Remark.** It is also possible to derive from Trouvé [41] estimates for the series
\[\sum_{l=m}^{n} \mathbb{P}_{\beta_l}(X_l = y, \tau(D, m) > l / X_m = x),\]
starting as in the remark following lemma 4.7 from the following inequalities:
\[\sum_{l=n+1}^{N} \mathbb{P}_{\beta_l}(X_l = y, \tau(D, m) > l / X_m = x)\]
\[\times \mathbb{P}_{\beta_l}(X_{\tau(D \setminus \{y\}, l+1)} \notin D / X_l = y)\]
\[\leq \sum_{l=m}^{n} \mathbb{P}_{\beta_l}(X_{\tau(D \setminus \{y\}, m)} = y, \tau(D \setminus \{y\}, m) = l / X_m = x)\]
\[\times \mathbb{P}_{\beta_l}(\tau(D,l) > n / X_l = y),\]
and
\[\sum_{l=m}^{n} \mathbb{P}_{\beta_l}(X_l = y, \tau(D, m) > l / X_m = x)\]
\[\times \mathbb{P}_{\beta_l}(X_{\tau(D \setminus \{y\}, l+1)} \notin D / X_l = y)\]
\[\geq \sum_{l=m}^{n} \mathbb{P}_{\beta_l}(X_{\tau(D \setminus \{y\}, m)} = y, \tau(D \setminus \{y\}, m) = l / X_m = x)\]
\[\times \mathbb{P}_{\beta_l}(\tau(D,l) \leq n + 1 / X_l = y).\]

In other words, if the last visit to \(y\) is posterior to time \(n\), then the exit from \(D\) is posterior to \(n\), and occurred after \(y\) has been visited. On the other hand, if the chain leaves \(D\) before time \(n+1\), and has visited \(y\) in the meantime, then its last visit to \(y\) occurred before time \(n\).

Applying the first inequality to the inverse temperature sequence \(\bar{\beta}_l = \beta_l \land \beta_N\), and the second one directly to the sequence \((\beta_l)\), and using theorem 1.43 of Trouvé [41], we get the following theorem.
Theorem 13.10. There is a positive constant $K$, depending only on $|E|$ and $a$, such that for any non increasing sequence $(\beta)$, any subset $D$, any points $x,y \in D$, any times $m \leq n < N$,

$$
\sum_{l=n+1}^{N} P_{(\beta)}(X_l = y, \tau(D,m) > l / X_m = x) \\
\leq K \exp \left( \beta_N W_D(y,y) - \beta_{m+1} C_{D\setminus\{y\}}(x,y) \right) \\
\times \prod_{l=m+1}^{n} \left( 1 - K^{-1} \exp -\beta \lambda H(D) \right),
$$

and

$$
\sum_{l=m}^{n} P_{(\beta)}(X_l = y, \tau(D,m) > l / X_m = x) \\
\geq \exp \left( \beta_{m+1} W_D(y,y) - \beta_n C_{D\setminus\{y\}}(x,y) \right) \\
\times \left( K^{-1} - \prod_{l=m+1}^{n} \left( 1 - K^{-1} \exp -\beta \lambda H(D) \right) \right).
$$

Therefore the whole of theorems 5.2, 6.2, 7.4 and 8.2 can be deduced from Trouvé [41], or from its English translation Trouvé [42], in the case $a(\beta) = a = \text{constant}$, using only simple identities based on the Markov property.

To prove the case when $a(\beta)$ depends on $\beta$ from Trouvé [41], one has to check moreover that the constant $K$ in the preceding theorems of this appendix can be chosen to be polynomial in $a$, which amounts to a careful inspection of the proofs of Trouvé [41]. Thus, the whole of the present paper can be derived by an induction proof, also valid in the non homogeneous case, without any use of Freidlin and Wentzell identities based on graph summations.
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