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## $\ell$-adic representations of local fields: an overview

## $1.1 \ell$-adic Galois representations

### 1.1.1 Linear representations of topological groups.

Let $G$ be a topological group and $E$ be a field.
Definition 1.1. A linear representation of $G$ with coefficients in $E$ is a finite dimensional $E$-vector space $V$ equipped with a linear action of $G$; equivalently, a linear representation is a homomorphism

$$
\rho: \quad G \longrightarrow \operatorname{Aut}_{E}(V) \simeq \mathrm{GL}_{h}(E)
$$

where $h=\operatorname{dim}_{E}(V)$.
If $V$ is equipped with a topological structure, and if the action of $G$ is continuous, the representation is called continuous. In particular, if $E$ is a topological vector field, $V$ is given the induced topology, then such a continuous representation is called a continuous $E$-linear representations of $G$.

If moreover, $G=\operatorname{Gal}\left(K^{s} / K\right)$ for $K$ a field and $K^{s}$ a separable closure of $K$, such a representation is called a Galois representation.

We consider a few examples:
Example 1.2. Let $K$ be a field, $L$ be a Galois extension of $K, G=\operatorname{Gal}(L / K)$ be the Galois group of this extension. Put the discrete topology on $V$ and consider continuous representations. The continuity of a representation means that it factors through a suitable finite Galois extension $F$ of $K$ contained in $L$ :


Example 1.3. Assume that $E$ is a completion of a number field. Then either $E=\mathbb{R}$ or $\mathbb{C}$, or $E$ is a finite extension of $\mathbb{Q}_{\ell}$ for a suitable prime number $\ell$.

If $E=\mathbb{R}$ or $\mathbb{C}$, and $\rho: G \longrightarrow \operatorname{Aut}_{E}(V)$ is a representation, then $\rho$ is continuous if and only if $\operatorname{Ker}(\rho)$ is an open normal subgroup of $G$.

If $E$ is a finite extension of $\mathbb{Q}_{\ell}$, and $\rho: G \rightarrow \operatorname{Aut}_{E}(V)$ is a representation, $\left[E: \mathbb{Q}_{\ell}\right]=d, h=\operatorname{dim}_{E}(V)$, then $\operatorname{dim}_{\mathbb{Q}_{\ell}}(V)=h d, \operatorname{Aut}_{E}(V) \subset \operatorname{Aut}_{\mathbb{Q}_{\ell}}(V)$, and we can view the representation as a representation over $\mathbb{Q}$. To give a continuous $E$-linear representation of $G$ is the same as to give a continuous $\mathbb{Q}_{\ell}$-linear representation of $G$ together with an embedding $E \hookrightarrow \operatorname{Aut}_{\mathbb{Q}_{\ell}[G]}(V)$.

### 1.1.2 $\ell$-adic representations.

From now on, let $K$ be a field, $L$ be a Galois extension of $K, G=\operatorname{Gal}(L / K)$ be the Galois group of this extension.

Definition 1.4. An $\ell$-adic representation of $G$ is a finite dimensional $\mathbb{Q}_{\ell}$ vector space equipped with a continuous and linear action of $G$.

If $G=\operatorname{Gal}\left(K^{s} / K\right)$ for $K^{s}$ a separable closure of $K$, such a representation is called an $\ell$-adic Galois representation.

Example 1.5. The trivial representation is $V=\mathbb{Q}_{\ell}$ with $g(v)=v$ for all $g \in G$ and $v \in \mathbb{Q}_{\ell}$.

Definition 1.6. Let $V$ be an $\ell$-adic representation of $G$ of dimension d. A lattice in $V$ is a sub $\mathbb{Z}_{\ell}$-module of finite type generating $V$ as a $\mathbb{Q}_{\ell}$-vector space, equivalently, a free sub $\mathbb{Z}_{\ell}$-module of $V$ of rank $d$.

Definition 1.7. $A \mathbb{Z}_{\ell}$-representation of $G$ is a free $\mathbb{Z}_{\ell}$-module of finite type, equipped with a linear and continuous action of $G$.

Let $T_{0}$ be a lattice of $V$, then for every $g \in G, g\left(T_{0}\right)=\left\{g(v) \mid v \in T_{0}\right\}$ is also a lattice. Moreover, the stabilizer $H=\left\{g \in G \mid g\left(T_{0}\right)=T_{0}\right\}$ of $T_{0}$ is an open subgroup of $G$ and hence $G / H$ is finite, the sum

$$
T=\sum_{g \in G} g\left(T_{0}\right)
$$

is a finite sum. $T$ is again a lattice of $V$, and is stable under $G$-action, hence is a $\mathbb{Z}_{\ell}$-representation of $G$. If $\left\{e_{1}, \cdots, e_{d}\right\}$ is a basis of $T$ over $\mathbb{Z}_{\ell}$, it is also a basis of $V$ over $\mathbb{Q}_{\ell}$, thus

and $V=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} T$.

On the other hand, given a free $\mathbb{Z}_{\ell}$-representation $T$ of rank $d$ of $G$, we get a $d$-dimensional $\ell$-adic representation

$$
V=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} T, \quad g(\lambda \otimes t)=\lambda \otimes g(t), \quad \lambda \in \mathbb{Q}_{\ell}, t \in T
$$

For all $n \in \mathbb{N}, G$ acts continuously on $T / \ell^{n} T$ with the discrete topology. Therefore we have

$$
\begin{aligned}
\rho: G \longrightarrow \operatorname{Aut}_{\mathbb{Z}_{\ell}}(T) & \left(\simeq \mathrm{GL}_{d}\left(\mathbb{Z}_{\ell}\right)\right) \\
& \\
& \left(\simeq \mathrm{GL}_{d}\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)\right)
\end{aligned}
$$

since $T / \ell^{n} T \simeq\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)^{d}$ and $T=\lim _{\check{n} \in \mathbb{N}} T / \ell^{n} T$. The group $H_{n}=\operatorname{Ker}\left(\rho_{n}\right)$ is a normal open subgroup of $G$ and $\operatorname{Ker}(\rho)=\bigcap_{n \in \mathbb{N}} H_{n}$ is a closed subgroup.

Assume $G=\operatorname{Gal}\left(K^{s} / K\right)$. Then $\left(K^{s}\right)^{H_{n}}=K_{n}$ is a finite Galois extension of $K$ with the following diagram:


We also set $K_{\infty}=\bigcup K_{n}$, and $K_{\infty}=\left(K^{s}\right)^{H}$ with $H=\operatorname{Ker}(\rho)$. So we get a sequence of field extensions:


### 1.1.3 Representations arising from linear algebra.

Through linear algebra, we can build new representations starting from old representations:

- Suppose $V_{1}$ and $V_{2}$ are two $\ell$-adic representations of $G$, then the tensor product $V_{1} \otimes V_{2}=V_{1} \otimes_{\mathbb{Q}_{\ell}} V_{2}$ with $g\left(v_{1} \otimes v_{2}\right)=g v_{1} \otimes g v_{2}$ is an $\ell$-adic representation.
- The $r$-th symmetric power of an $\ell$-adic representation $V: \operatorname{Sym}_{\mathbb{Q}_{\ell}}^{r} V$, with the natural actions of $G$, is an $\ell$-adic representation.
- The $r$-th exterior power of an $\ell$-adic representation $V: \bigwedge_{\mathbb{Q}_{e}}^{r} V$, with the natural actions of $G$, is an $\ell$-adic representation.
- For $V$ an $\ell$-adic representation, $V^{*}=\mathscr{L}_{\mathbb{Q}_{\ell}}\left(V, \mathbb{Q}_{\ell}\right)$ with a $G$-action $g \cdot \varphi \in V^{*}$ for $\varphi \in V^{*}, g \in G$ defined by $(g \cdot \varphi)(v)=\varphi\left(g^{-1} \cdot v\right)$, is again an $\ell$-adic representation, which is called the dual representation of $V$.


### 1.1.4 Examples of $\ell$-adic Galois representations.

We assume that $K$ is a field, $K^{s}$ is a fixed separable closure of $K, G=$ $\operatorname{Gal}\left(K^{s} / K\right)$ in this subsection.

## (1). The Tate module of the multiplicative group $\mathbb{G}_{m}$.

Consider the exact sequence

$$
1 \longrightarrow \boldsymbol{\mu}_{\ell^{n}}\left(K^{s}\right) \longrightarrow\left(K^{s}\right)^{\times} \xrightarrow{a \mapsto a^{\ell^{n}}}\left(K^{s}\right)^{\times} \longrightarrow 1
$$

where for a field $F$,

$$
\begin{equation*}
\boldsymbol{\mu}_{l^{n}}(F)=\left\{a \in F \mid a^{\ell^{n}}=1\right\} . \tag{1.1}
\end{equation*}
$$

Then $\boldsymbol{\mu}_{\ell^{n}}\left(K^{s}\right) \simeq \mathbb{Z} / \ell^{n} \mathbb{Z}$ if char $K \neq \ell$ and $\simeq\{1\}$ if char $K=\ell$. If char $K \neq \ell$, the homomorphisms

$$
\boldsymbol{\mu}_{\ell^{n+1}}\left(K^{s}\right) \rightarrow \boldsymbol{\mu}_{\ell^{n}}\left(K^{s}\right), \quad a \mapsto a^{\ell}
$$

form an inverse system, thus define the Tate module of the multiplicative group $\mathbb{G}_{m}$

$$
\begin{equation*}
T_{\ell}\left(\mathbb{G}_{m}\right)={\underset{n \in \mathbb{N}}{ } \lim _{\ell^{n}}\left(K^{s}\right) . . . . . . .} \tag{1.2}
\end{equation*}
$$

$T_{\ell}\left(\mathbb{G}_{m}\right)$ is a free $\mathbb{Z}_{\ell}$-module of rank 1 . Fix an element $t=\left(\varepsilon_{n}\right)_{n \in \mathbb{N}} \in T_{\ell}\left(\mathbb{G}_{m}\right)$ such that

$$
\varepsilon_{0}=1, \varepsilon_{1} \neq 1, \varepsilon_{n+1}^{\ell}=\varepsilon_{n}
$$

Then $T_{\ell}\left(G_{m}\right)=\mathbb{Z}_{\ell} t$, equipped with the following $\mathbb{Z}_{\ell^{-}}$-action

$$
\lambda \cdot t=\left(\varepsilon_{n}^{\lambda_{n}}\right)_{n \in \mathbb{N}}, \quad \lambda_{n} \in \mathbb{Z}, \lambda \equiv \lambda_{n} \bmod \ell^{n} \mathbb{Z}_{\ell}
$$

The Galois group $G$ acts on $T_{\ell}\left(\mathbb{G}_{m}\right)$ and also on $V_{\ell}\left(\mathbb{G}_{m}\right)=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} T_{\ell}\left(\mathbb{G}_{m}\right)$. Usually we write

$$
\begin{equation*}
T_{\ell}\left(\mathbb{G}_{m}\right)=\mathbb{Z}_{\ell}(1), \quad V_{\ell}\left(\mathbb{G}_{m}\right)=\mathbb{Q}_{\ell}(1)=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} \mathbb{Z}_{\ell}(1) \tag{1.3}
\end{equation*}
$$

If $V$ is any 1-dimensional $\ell$-adic representation of $G$, then

$$
V=\mathbb{Q}_{\ell} e, \quad g(e)=\eta(g) \cdot e, \text { for all } g \in G
$$

where $\eta: G \rightarrow \mathbb{Q}_{\ell}^{\times}$is a continuous homomorphism. In the case of $T_{\ell}\left(\mathbb{G}_{m}\right), \eta$ is called the cyclotomic character and usually denoted as $\chi$, the image $\operatorname{Im}(\chi)$ is a closed subgroup of $\mathbb{Z}_{\ell}^{\times}$.
Remark 1.8. If $K=\mathbb{Q}_{\ell}$ or $\mathbb{Q}$, the cyclotomic character $\chi: G \rightarrow \mathbb{Z}_{\ell}^{\times}$is surjective.

From $\mathbb{Z}_{\ell}(1)$ and $\mathbb{Q}_{\ell}(1)$, we define for $r \in \mathbb{N}^{*}$

$$
\begin{equation*}
\mathbb{Q}_{\ell}(r)=\operatorname{Sym}_{\mathbb{Q}_{\ell}}^{r}\left(\mathbb{Q}_{\ell}(1)\right), \quad \mathbb{Q}_{\ell}(-r)=\mathscr{L}\left(\mathbb{Q}_{\ell}(r), \mathbb{Q}_{\ell}\right)=\text { the dual of } \mathbb{Q}_{\ell}(r) . \tag{1.4}
\end{equation*}
$$

Then for $r \in \mathbb{Z}$,

$$
\mathbb{Q}_{\ell}(r)=\mathbb{Q}_{\ell} \cdot t^{r}, \text { with the action } g\left(t^{r}\right)=\chi^{r}(g) \cdot t^{r} \text { for } g \in G .
$$

Correspondingly, we have $\mathbb{Z}_{\ell}(r)$ for $r \in \mathbb{Z}$. These representations are called the Tate twists of $\mathbb{Z}_{\ell}$. Moreover, for any $\ell$-adic representation $V, V(r)=$ $V \otimes_{\mathbb{Q}_{\ell}} \mathbb{Q}_{\ell}(r)$ is the Tate twist of $V$.

## (2). The Tate module of an elliptic curve.

Assume char $K \neq 2,3$. Let $P \in K[X], \operatorname{deg}(P)=3$ such that $P$ is separable, then

$$
P(x)=\lambda\left(X-\alpha_{1}\right)\left(X-\alpha_{2}\right)\left(X-\alpha_{3}\right)
$$

with the roots $\alpha_{1}, \alpha_{2}, \alpha_{3} \in K^{s}$ all distinct. Let $E$ be the corresponding elliptic curve. Then

$$
E\left(K^{s}\right)=\left\{(x, y) \in\left(K^{s}\right)^{2} \mid y^{2}=P(x)\right\} \cup\{\infty\}, \text { where } O=\{\infty\} .
$$

The set $E\left(K^{s}\right)$ is an abelian group on which $G$ acts. One has the exact sequence

$$
0 \longrightarrow E_{\ell^{n}}\left(K^{s}\right) \longrightarrow E\left(K^{s}\right) \xrightarrow{x \ell^{n}} E\left(K^{s}\right) \longrightarrow 0
$$

where for a field $F$ over $K, E_{\ell^{n}}(F)=\left\{A \in E(F) \mid \ell^{n} A=O\right\}$. If $\ell \neq \operatorname{char} K$, then $E_{\ell^{n}}\left(K^{s}\right) \simeq\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)^{2}$. If $\ell=$ char $K$, then either $E\left(K^{s}\right)_{\ell^{n}} \simeq \mathbb{Z} / \ell^{n} \mathbb{Z}$ in the ordinary case, or $E\left(K^{s}\right)_{\ell^{n}} \simeq\{0\}$ in the supersingular case.

With the transition maps

$$
\begin{aligned}
E_{\ell^{n+1}}\left(K^{s}\right) & \longrightarrow E_{\ell^{n}}\left(K^{s}\right) \\
A & \longmapsto A
\end{aligned}
$$

the Tate module of $E$ is defined as

$$
\begin{equation*}
T_{\ell}(E)={\underset{\varkappa}{n}}_{\lim _{\ell^{n}}} E\left(K^{s}\right) . \tag{1.5}
\end{equation*}
$$

The Tate module $T_{\ell}(E)$ is a free $\mathbb{Z}_{\ell}$-module of rank 2 if char $K \neq \ell$; and 1 or 0 if char $K=\ell$. Set $V_{\ell}(E)=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} T_{\ell}(E)$. Then $V_{\ell}(E)$ is an $\ell$-adic representation of $G$ of dimension $2,1,0$ respectively.

## (3). The Tate module of an abelian variety.

An abelian variety is a projective smooth variety $A$ equipped with a group law

$$
A \times A \longrightarrow A
$$

Set $\operatorname{dim} A=g$. We have

- $A\left(K^{s}\right)$ is an abelian group;
- $A\left(K^{s}\right)_{\ell^{n}} \simeq\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)^{2 g}$ if $\ell \neq$ char $K$. If $\ell=$ char $K$, then $A\left(K^{s}\right)_{\ell^{n}} \simeq$ $\left(\mathbb{Z} / \ell^{n} \mathbb{Z}\right)^{r}$, with $0 \leq r \leq g$.
We get the $\ell$-adic representations:

$$
\begin{aligned}
& T_{\ell}(A)=\varliminf_{\longleftarrow}^{\lim } A\left(K^{s}\right)_{l^{n}} \simeq \begin{cases}\mathbb{Z}_{\ell}^{2 g}, & \text { if char } K \neq \ell \\
\mathbb{Z}_{\ell}^{r}, & \text { if char } K=\ell\end{cases} \\
& V_{\ell}(A)=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} T_{\ell}(A)
\end{aligned}
$$

## (4). $\ell$-adic étale cohomology.

Let $Y$ be a proper and smooth variety over $K^{s}$ (here $K^{s}$ can be replaced by a separably closed field). One can define for $m \in \mathbb{N}$ the cohomology group

$$
H^{m}\left(Y_{\text {et }}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right)
$$

This is a finite abelian group killed by $\ell^{n}$. From the maps

$$
H^{m}\left(Y_{\text {ét }}, \mathbb{Z} / \ell^{n+1} \mathbb{Z}\right) \longrightarrow H^{m}\left(Y_{\text {ét }}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right)
$$

we can get the inverse limit $\varliminf_{\rightleftarrows} H^{m}\left(Y_{\text {ét }}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right)$, which is a $\mathbb{Z}_{\ell}$-module of finite type. Define

$$
H_{\text {ét }}^{m}\left(Y, \mathbb{Q}_{\ell}\right)=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} \lim _{\rightleftarrows} H^{m}\left(Y_{\text {ét }}, \mathbb{Z} / \ell^{n} \mathbb{Z}\right),
$$

then $H_{e \mathrm{e}}^{m}\left(Y, \mathbb{Q}_{\ell}\right)$ is a finite dimensional $\mathbb{Q}_{\ell}$-vector space.
Let $X$ be a proper and smooth variety over $K$, and $Y=X_{K^{s}}=X \otimes K^{s}=$ $X \times_{\text {Spec } K} \operatorname{Spec}\left(K^{s}\right)$. Then $H_{\text {et }}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)$ gives rise to an $\ell$-adic representation of $G$.

For example, if $X$ is an abelian variety of dimension $g$, then

$$
H_{\mathrm{et}}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)=\bigwedge_{\mathbb{Q}_{\ell}}^{m}\left(V_{\ell}(X)\right)^{*}
$$

If $X=\mathbb{P}_{K}^{d}$, then

$$
H^{m}\left(\mathbb{P}_{K^{s}}^{d}, \mathbb{Q}_{\ell}\right)= \begin{cases}0, & \text { if } m \text { is odd or } m>2 d \\ \mathbb{Q}_{\ell}\left(-\frac{m}{2}\right), & \text { if } m \text { is even, } 0 \leq m \leq 2 d\end{cases}
$$

Remark 1.9. This construction extends to more generality and conjecturally to motives. To any motive $M$ over $K$, one expects to associate an $\ell$-adic realization of $M$ to it.

## $1.2 \ell$-adic representations of finite fields

In this section, let $K$ be a finite field of characteristic $p$ with $q$ elements. Let $K^{s}$ be a fixed algebraic closure of $K$ and $G=G_{K}=\operatorname{Gal}\left(K^{s} / K\right) \simeq \widehat{\mathbb{Z}}$ be the Galois group over $K$. Let $K_{n}$ be the unique extension of $K$ of degree $n$ inside $K^{s}$ for $n \geq 1$. Let $\tau_{K}=\varphi_{K}^{-1} \in G$ be the geometric Frobenius of $G$.

### 1.2.1 $\ell$-adic Galois representations of finite fields.

Recall the geometric Frobenius $\tau_{K}(x)=x^{q^{-1}}$ for any $x \in K^{s}$ is a topological generator of $G$. An $\ell$-adic representation of $G$ is given by

$$
\begin{aligned}
\rho: G & \longrightarrow \operatorname{Aut}_{\mathbb{Q}_{\ell}}(V) \\
\tau_{K} & \longmapsto u .
\end{aligned}
$$

For $n \in \mathbb{Z}$, it is clear that $\rho\left(\tau_{K}^{n}\right)=u^{n}$. For $n \in \widehat{\mathbb{Z}}$,

$$
\rho\left(\tau_{K}^{n}\right)=\lim _{\substack{m \in \mathbb{Z} \\ m \mapsto n}} u^{m}
$$

That is, $\rho$ is uniquely determined by $u$.
Given any $u \in \operatorname{Aut}_{\mathbb{Q}_{\ell}}(V)$, there exists a continuous $\rho: G \longmapsto \operatorname{Aut}_{\mathbb{Q}_{\ell}}(V)$ such that $\rho\left(\tau_{K}\right)=u$ if and only if the above limit makes sense.

Proposition 1.10. This is the case if and only if the eigenvalues of $u$ in a chosen algebraic closure of $\mathbb{Q}_{\ell}$ are $\ell$-adic units, i.e. $P_{u}(t)=\operatorname{det}\left(u-t \cdot \mathrm{Id}_{V}\right)(\in$ $\left.\mathbb{Q}_{\ell}[t]\right)$ is an element of $\mathbb{Z}_{\ell}[t]$ and the constant term is a unit.

Proof. The proof is easy and left to the readers.
Definition 1.11. The characteristic polynomial of $\tau_{K}, P_{V}(t)=\operatorname{det}\left(\operatorname{Id}_{V}-\right.$ $\left.t \tau_{K}\right)$ is called the characteristic polynomial of the representation $V$.

We have $P_{V}(t)=(-t)^{h} P_{V}(1 / t)$.
Remark 1.12. $V$ is semi-simple if and only if $u=\rho\left(\tau_{K}\right)$ is semi-simple. Hence, isomorphism classes of semi-simple $\ell$-adic representations $V$ of $G$ are determined by $P_{V}(t)$.

### 1.2.2 $\ell$-adic geometric representations of finite fields.

Let $X$ be a projective, smooth, and geometrically connected variety over $K$. Let $C_{n}=C_{n}(X)=\# X\left(K_{n}\right) \in \mathbb{N}$ be the number of $K_{n}$-rational points of $X$. The zeta function of $X$ is defined by:

$$
\begin{equation*}
Z_{X}(t)=\exp \left(\sum_{n=1}^{\infty} \frac{C_{n}}{n} t^{n}\right) \in \mathbb{Z}[[t]] \tag{1.7}
\end{equation*}
$$

Let $|X|$ be the underlying topological space of $X$. If $x$ is a closed point of $|X|$, let $K(x)$ be the residue field of $x$ and $\operatorname{deg}(x)=[K(x): K]$. Then $Z_{X}(t)$ has an Euler product

$$
\begin{equation*}
Z_{X}(t)=\prod_{\substack{x \in|X| \\ x \text { closed }}} \frac{1}{1-t^{\operatorname{deg}(x)}} \tag{1.8}
\end{equation*}
$$

Theorem 1.13 (Weil's conjecture, proved by Deligne). Let $X$ be a projective, smooth, and geometrically connected variety over a finite field $K$. Then
(1). There exist $P_{0}, P_{1}, \cdots, P_{2 d} \in \mathbb{Z}[t], P_{m}(0)=1$, such that

$$
\begin{equation*}
Z_{X}(t)=\frac{P_{1}(t) P_{3}(t) \cdots P_{2 d-1}(t)}{P_{0}(t) P_{2}(t) \cdots P_{2 d}(t)} \tag{1.9}
\end{equation*}
$$

where $q=\#(K), d=\operatorname{dim} X$. If we make an embedding $\overline{\mathbb{Z}} \hookrightarrow \mathbb{C}$, and decompose

$$
P_{m}(t)=\prod_{j=1}^{\beta_{m}}\left(1-\alpha_{m, j} t\right), \quad \alpha_{m, j} \in \mathbb{C}
$$

Then $\left|\alpha_{m, j}\right|=q^{\frac{m}{2}}$.
(2). There exists a functional equation

$$
\begin{equation*}
Z_{X}\left(\frac{1}{q^{d} t}\right)= \pm q^{d \beta} t^{2 \beta} Z_{X}(t) \tag{1.10}
\end{equation*}
$$

where $\beta=\frac{1}{2} \sum_{m=0}^{2 d}(-1)^{m} \beta_{m}$ and $\beta_{m}=\operatorname{deg} P_{m}$.
The proof of Weil's conjecture is why Grothendieck, M. Artin and others ([AGV73]) developed the étale theory, although the p-adic proof of the rationality of the zeta functions is due to Dwork [Dwo60]. One of the key ingredients of Deligne's proof ([Del74a, Del80]) is: for $\ell$ a prime number not equal to $p$, the characteristic polynomial of the $\ell$-adic representation $H_{\text {ét }}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)$ is

$$
P_{H_{e t}^{m}\left(X_{K} s, \mathbb{Q}_{\ell}\right)}(t)=P_{m}(t)
$$

Remark 1.14. Consider $\ell, \ell^{\prime}$, two different prime numbers not equal to $p$. Denote $G_{K}=\operatorname{Gal}\left(K^{s} / K\right) \simeq \widehat{\mathbb{Z}}$. We have the representations

$$
\begin{aligned}
& \rho: G_{K} \longrightarrow \operatorname{Aut}_{\mathbb{Q}_{\ell}} H_{\mathrm{et}}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right), \\
& \rho^{\prime}: G_{K} \longrightarrow \operatorname{Aut}_{\mathbb{Q}_{\ell}^{\prime}} H_{\mathrm{et}}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell^{\prime}}\right)
\end{aligned}
$$

If $\operatorname{Im}(\rho)$ is not finite, then

$$
\begin{aligned}
& \operatorname{Im}(\rho) \simeq \mathbb{Z}_{\ell} \times(\text { finite cyclic group }) \\
& \operatorname{Im}\left(\rho^{\prime}\right) \simeq \mathbb{Z}_{\ell^{\prime}} \times(\text { finite cyclic group })
\end{aligned}
$$

Definition 1.15. Let $\overline{\mathbb{Q}}$ be an algebraic closure of $\mathbb{Q}$, and $w \in \mathbb{Z}$. A Weil number of weight $w$ (relatively to $K$ ) is an element $\alpha \in \overline{\mathbb{Q}}$ satisfying
(1) there exists an $i \in \mathbb{N}$ such that $q^{i} \alpha \in \overline{\mathbb{Z}}$;
(2) for any embedding $\sigma: \overline{\mathbb{Q}} \hookrightarrow \mathbb{C},|\sigma(\alpha)|=q^{w / 2}$. $\alpha$ is said to be effective if $\alpha \in \overline{\mathbb{Z}}$.

Remark 1.16. (1) This is an intrinsic notion.
(2) If $i \in \mathbb{Z}$ and if $\alpha$ is a Weil number of weight $w$, then $q^{i} \alpha$ is a Weil number of weight $w+2 i$ ( so it is effective if $i \gg 0$ ).

Definition 1.17. An $\ell$-adic representation $V$ of $G_{K}$ is said to be pure of weight $w$ if all the roots of the characteristic polynomial of the geometric Frobenius $\tau_{K}$ acting on $V$ are Weil numbers of weight $w$. Consider the characteristic polynomial

$$
P_{V}(t)=\operatorname{det}\left(1-\tau_{K} t\right)=\prod_{j=1}^{m}\left(1-\alpha_{j} t\right) \in \mathbb{Q}_{\ell}[t], \quad \alpha_{j} \in \overline{\mathbb{Q}_{\ell}} \supset \overline{\mathbb{Q}}
$$

One says that $V$ is effective of weight $w$ if moreover $\alpha_{j} \in \overline{\mathbb{Z}}$ for $1 \leq j \leq m$.
Remark 1.18. (1) Let $V$ be an $\ell$-adic representation. If $V$ is pure of weight $w$, then $V(i)$ is pure of weight $w-2 i$. This is because $G_{K}$ acts on $\mathbb{Q}_{\ell}(1)$ through $\chi$ with $\chi$ (arithmetic Frobenius $)=q$, so $\chi\left(\tau_{K}\right)=q^{-1}$. Therefore $\tau_{K}$ acts on $\mathbb{Q}_{\ell}(i)$ by multiplication by $q^{-i}$. If $V$ is pure of weight $w$ and if $i \in \mathbb{N}, i \gg 0$, then $V(-i)$ is effective.
(2) The Weil Conjecture implies that $V=H_{\text {et }}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)$ is pure and effective of weight $m$, and $P_{V}(t) \in \mathbb{Q}[t]$.

Definition 1.19. An $\ell$-adic representation $V$ of $G_{K}$ is said to be geometric if the following conditions holds:
(1) it is semi-simple;
(2) it can be written as a direct sum $V=\bigoplus_{w \in \mathbb{Z}} V_{w}$, with almost all $V_{w}=0$, and $V_{w}$ pure of weight $w$.

Let $\operatorname{Rep}_{\mathbb{Q}_{\ell}}\left(G_{K}\right)$ be the category of all $\ell$-adic representations of $G_{K}$, and $\operatorname{Rep}_{\mathbb{Q} \ell, \text { geo }}\left(G_{K}\right)$ be the full sub-category of geometric representations. This is a sub-Tannakian category of $\operatorname{Rep}_{\mathbb{Q}_{\ell}}\left(G_{K}\right)$, i.e. it is stable under subobjects, quotients, $\oplus, \otimes$, dual, and $\mathbb{Q}_{\ell}$ is the unit representation as a geometric representation.

Denote by $\operatorname{Rep}_{\mathbb{Q}_{\ell}, \mathrm{GEO}}\left(G_{K}\right)$ the smallest sub-Tannakian category of $\mathbf{R e p}_{\mathbb{Q}_{\ell}}\left(G_{K}\right)$ containing all the objects isomorphic to $H_{\text {et }}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)$ for $X$ projective smooth varieties over $K$ and $m \in \mathbb{N}$. This is also the smallest full sub-category of $\boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{\ell}}\left(G_{K}\right)$ containing all the objects isomorphic to $H_{\text {ét }}^{m}\left(X_{K^{s}}, \mathbb{Q} \ell_{\ell}\right)(i)$ for all $X, m \in \mathbb{N}, i \in \mathbb{Z}$, stable under sub-objects and quotients.

Conjecture 1.20. $\boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{\ell}, \text { geo }}\left(G_{K}\right)=\operatorname{Rep}_{\mathbb{Q}_{\ell}, \mathrm{GEO}}\left(G_{K}\right)$.

Theorem 1.21. We have $\operatorname{Rep}_{\mathbb{Q}_{\ell}, \text { geo }}\left(G_{K}\right) \subseteq \operatorname{Rep}_{\mathbb{Q}_{\ell}, \mathrm{GEO}}\left(G_{K}\right)$.
The only thing left in Conjecture 1.20 is to prove that $H_{\text {et }}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)$ is geometric. We do know that it is pure of weight $w$, but it is not known in general if it is semi-simple.

## $1.3 \ell$-adic representations of local fields

### 1.3.1 $\ell$-adic representations of local fields.

Let $K$ be a local field. Let $k$ be the residue field of $K$, which is perfect of characteristic $p>0$. Let $\mathcal{O}_{K}$ be the ring of integers of $K$. Let $K^{s}$ be a separable closure of $K$. Let $G_{K}=\operatorname{Gal}\left(K^{s} / K\right), I_{K}$ be the inertia subgroup of $G_{K}$, and $P_{K}$ be the wild inertia subgroup of $G_{K}$.

We have the following exact sequences

$$
\begin{aligned}
& 1 \longrightarrow I_{K} \longrightarrow G_{K} \longrightarrow \quad G_{k} \longrightarrow 1 \\
& 1 \longrightarrow P_{K} \longrightarrow G_{K} \longrightarrow G_{K} / P_{K} \longrightarrow 1 .
\end{aligned}
$$

Let $\ell$ be a fixed prime number, $\ell \neq p$. Then there is the following isomorphism

$$
I_{K} / P_{K} \simeq \widehat{\mathbb{Z}}^{\prime}(1)=\prod_{\ell \neq p} \mathbb{Z}_{\ell}(1)=\mathbb{Z}_{\ell}(1) \times \prod_{\ell^{\prime} \neq \ell, p} \mathbb{Z}_{\ell^{\prime}}(1)
$$

We define $P_{K, \ell}$ to be the inverse image of $\prod_{\ell^{\prime} \neq p, \ell} \mathbb{Z}_{\ell^{\prime}}(1)$ in $I_{K}$, and define $G_{K, \ell}$ the quotient group to make the short exact sequences

$$
\begin{gathered}
1 \longrightarrow P_{K, \ell} \longrightarrow G_{K} \longrightarrow G_{K, \ell} \longrightarrow 1 \\
1 \longrightarrow \mathbb{Z}_{\ell}(1) \longrightarrow G_{K, \ell} \longrightarrow G_{k} \longrightarrow 1
\end{gathered}
$$

Let $V$ be an $\ell$-adic representation of $G_{K}$, and $T$ be the corresponding $\mathbb{Z}_{\ell^{-}}$ lattice stable under $G_{K}$. Hence we have

where $h=\operatorname{dim}_{\mathbb{Q}_{\ell}}(V)$. The image $\rho\left(G_{K}\right)$ is a closed subgroup of Aut $\mathbb{Z}_{\ell}(T)$.
Consider the following diagram

$$
1 \longrightarrow N_{1} \longrightarrow \mathrm{GL}_{h}\left(\mathbb{Z}_{\ell}\right) \longrightarrow \mathrm{GL}_{h}\left(\mathbb{F}_{\ell}\right) \longrightarrow 1
$$

where $N_{1}$ is the kernel of the reduction map. Let $N_{n}$ be the set of matrices congruent to $1 \bmod \ell^{n}$ for $n \geq 1$. As $N_{1} / N_{n}$ is a finite group of order equal
to a power of $\ell$ for each $n, N_{1} \simeq \lim N_{1} / N_{n}$ is a pro- $\ell$ group. Since $P_{K, \ell}$ is the inverse limit of finite groups of orders prime to $\ell, \rho\left(P_{K, \ell}\right) \cap N_{1}=\{1\}$. Consider the exact sequence

$$
1 \longrightarrow P_{K} \longrightarrow P_{K, \ell} \longrightarrow \prod_{\ell^{\prime} \neq p, \ell} \mathbb{Z}_{\ell^{\prime}}(1) \longrightarrow 1
$$

as $\rho\left(P_{K, \ell}\right)$ injects into $\mathrm{GL}_{h}\left(\mathbb{F}_{\ell}\right), \rho\left(P_{K, \ell}\right)$ is a finite group.
Definition 1.22. Let $V$ be an $\ell$-adic representation of $G_{K}$ with $\rho: G_{K} \longrightarrow$ $\operatorname{Aut}_{\mathbb{Q}_{l}}(V)$.
(1) We say that $V$ is unramified or has good reduction if $I_{K}$ acts trivially.
(2) We say that $V$ has potentially good reduction if $\rho\left(I_{K}\right)$ is finite, in other words, if there exists a finite extension $K^{\prime}$ of $K$ contained in $K^{s}$ such that $V$, as an $\ell$-adic representation of $G_{K^{\prime}}=\operatorname{Gal}\left(K^{s} / K^{\prime}\right)$, has good reduction.
(3) We say that $V$ is semi-stable if $I_{K}$ acts unipotently, in other words, if the semi-simplification of $V$ has good reduction.
(4) We say that $V$ is potentially semi-stable if there exists a finite extension $K^{\prime}$ of $K$ contained in $K^{s}$ such that $V$ is semi-stable as a representation of $G_{K^{\prime}}$.

Remark 1.23. Notice that (4) is equivalent to the condition that there exists an open subgroup of $I_{K}$ which acts unipotently, or that the semi-simplification has potentially good reduction.

Theorem 1.24. Assume that the group $\boldsymbol{\mu}_{\ell \infty}\left(K\left(\mu_{\ell}\right)\right)=\left\{\varepsilon \in K\left(\mu_{\ell}\right) \mid \exists n\right.$ such that $\left.\varepsilon^{\ell^{n}}=1\right\}$ is finite. Then any $\ell$-adic representation of $G_{K}$ is potentially semi-stable. As $\boldsymbol{\mu}_{\ell \infty}(k) \simeq \boldsymbol{\mu}_{\ell \infty}(K)$, this is the case if $k$ is finite.

Proof. By replacing $K$ by a suitable finite extension we may assume that $P_{K, \ell}$ acts trivially, then $\rho$ factors through $G_{K, \ell}$ :


Consider the sequence

$$
1 \longrightarrow \mathbb{Z}_{\ell}(1) \longrightarrow G_{K, \ell} \longrightarrow G_{k} \longrightarrow 1
$$

Let $t$ be a topological generator of $\mathbb{Z}_{\ell}(1)$. So $\bar{\rho}(t) \in \operatorname{Aut}_{\mathbb{Q}_{\ell}}(V)$. Choose a finite extension $E$ of $\mathbb{Q}_{\ell}$ such that the characteristic polynomial of $\bar{\rho}(t)$ is a product of polynomials of degree 1 . Let $V^{\prime}=E \otimes_{\mathbb{Q}_{\ell}} V$. The group $G_{K, \ell}$ acts on $E \otimes_{\mathbb{Q}_{\ell}} V$ by

$$
g(\lambda \otimes v)=\lambda \otimes g(v)
$$

Let $\bar{\rho}: G_{K, \ell} \longrightarrow \operatorname{Aut}_{E}\left(V^{\prime}\right)$ be the representation over $E$, let $a$ be an eigenvalue of $\bar{\rho}(t)$. Then there exists $v \in V^{\prime}, v \neq 0$ such that $\bar{\rho}(t)(v)=a \cdot v$.

If $g \in G_{K, \ell}$, then $g t g^{-1}=t^{\chi \ell(g)}$, where $\chi_{\ell}: G_{K, \ell} \longrightarrow \mathbb{Z}_{\ell}^{*}$ is a character. Then

$$
\bar{\rho}\left(g t g^{-1}\right)(v)=\bar{\rho}\left(t^{\chi_{\ell}(g)}\right)(v)=a^{\chi_{\ell}(g)} v
$$

Therefore

$$
\bar{\rho}(t)\left(g^{-1}(v)\right)=t\left(g^{-1} v\right)=\left(t g^{-1}\right)(v)=g^{-1}\left(a^{\chi \ell}(g) v\right)=a^{\chi \ell(g)} g^{-1} v
$$

This implies, if $a$ is an eigenvalue of $\bar{\rho}(t)$, then for all $n \in \mathbb{Z}$ such that there exists $g \in G_{K, \ell}$ with $\chi_{\ell}(g)=n, a^{n}$ is also an eigenvalue of $\bar{\rho}(t)$. The condition $\boldsymbol{\mu}_{\ell \infty}\left(K\left(\mu_{\ell}\right)\right)$ is finite $\Longleftrightarrow \operatorname{Im}\left(\chi_{\ell}\right)$ is open in $\mathbb{Z}_{\ell}^{*}$. Thus there are infinitely many such $n$ 's. This implies $a$ is a root of 1 . Therefore there exists an $N \geq 1$ such that $t^{N}$ acts unipotently. The closure of the subgroup generated by $t^{N}$ acts unipotently and is an open subgroup of $\mathbb{Z}_{\ell}(1)$. Since $I_{K} \rightarrow \mathbb{Z}_{\ell}(1)$ is surjective, the theorem now follows.

Corollary 1.25 (Grothendieck's $\ell$-adic monodromy Theorem). Let $K$ be a local field. Then any $\ell$-adic representation of $G_{K}$ coming from algebraic geometry (eg. $\left.V_{\ell}(A), H_{\text {et }}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)(i), \cdots\right)$ is potentially semi-stable.
Proof. Let $X$ be a projective and smooth variety over $K$. Then we can get a field $K_{0}$ which is of finite type over the prime field of $K$ ( joined by the coefficients of the defining equations of $X$ ). Let $K_{1}$ be the closure of $K_{0}$ in $K$. Then $K_{1}$ is a complete discrete valuation field whose residue field $k_{1}$ is of finite type over $\mathbb{F}_{p}$. Let $k_{2}$ be the radical closure of $k_{1}$, and $K_{2}$ be a complete separable field contained in $K$ and containing $K_{0}$, whose residue field is $k_{2}$. Then $\boldsymbol{\mu}_{\ell \infty}\left(k_{2}\right)=\boldsymbol{\mu}_{\ell \infty}\left(k_{1}\right)$, which is finite. Then

$$
X=X_{0} \times_{K_{0}} K, \quad X_{2}=X_{0} \times_{K_{0}} K_{2}, \quad X=X_{2} \times_{K_{2}} K
$$

where $X_{0}$ is defined over $K_{0}$. The action of $G_{K}$ on $V$ comes from the action of $G_{K_{2}}$, hence the corollary follows from the theorem.

Theorem 1.26. Assume $k$ is algebraically closed. Then any potentially semistable $\ell$-adic representation of $G_{K}$ comes from algebraic geometry.
Proof. We proceed the proof in two steps. First note that $k$ is algebraically closed implies $I_{K}=G_{K}$.

Step 1. At first, we assume that the Galois representation is semi-stable. Then the action of $P_{K, \ell}$ must be trivial from above discussions, hence the representation factors through $G_{K, \ell}$. Identify $G_{K, \ell}$ with $\mathbb{Z}_{\ell}(1)$, and let $t$ be a topological generator of this group. Let $V$ be such a representation:

so $\bar{\rho}(t) \in \operatorname{Aut}_{Q_{e}}(V)$.
For each integer $n \geq 1$, there exists a unique (up to isomorphism) representation $V_{n}$ of $\operatorname{dim} n$ which is semi-stable and in-decomposable. Write it as $V_{n}=\mathbb{Q}_{\ell}^{n}$, and

$$
\bar{\rho}(t)=\left(\begin{array}{cccc}
1 & 1 & & \\
& \ddots & \ddots & \\
& & \ddots & 1 \\
& & & 1
\end{array}\right)
$$

As $V_{n} \simeq \operatorname{Sym}_{\mathbb{Q}_{\ell}}^{n-1}\left(V_{2}\right)$, it is enough to prove that $V_{2}$ comes from algebraic geometry. Write

$$
0 \longrightarrow \mathbb{Q}_{\ell} \longrightarrow V_{2} \longrightarrow \mathbb{Q}_{\ell} \longrightarrow 0
$$

where $V_{2}$ is a non-trivial extension. It is enough to produce a non-trivial extension of two $\ell$-adic representations of dimension 1 coming from algebraic geometry. We apply the case for some $q \in \mathfrak{m}_{K}, q \neq 0$. Then from Tate's theorem, let $E$ be an elliptic curve over $K$ such that $E\left(K^{s}\right) \simeq\left(K^{s}\right)^{*} / q^{\mathbb{Z}}$, with

$$
E\left(K^{s}\right)_{\ell^{n}}=\left\{a \in\left(K^{s}\right)^{*} \mid \exists m \in \mathbb{Z} \text { such that } a^{\ell^{n}}=q^{m}\right\} / q^{\ell^{n}}
$$

and

$$
V_{\ell}(E)=\mathbb{Q}_{\ell} \otimes_{\mathbb{Z}_{\ell}} T_{\ell}(E), \quad T_{\ell}(E)=\lim _{\leftrightarrows} E\left(K^{s}\right)_{\ell^{n}} .
$$

An element $\alpha \in T_{\ell}(E)$ is given by

$$
\alpha=\left(\alpha_{n}\right)_{n \in \mathbb{N}}, \quad \alpha_{n} \in E\left(K^{s}\right)_{l^{n}}, \quad \alpha_{n+1}^{\ell}=\alpha_{n} .
$$

From the exact sequence

$$
0 \longrightarrow \boldsymbol{\mu}_{\ell^{n}}(K) \longrightarrow E\left(K^{s}\right)_{\ell^{n}} \longrightarrow \mathbb{Z} / \ell^{n} \mathbb{Z} \longrightarrow 0
$$

we have

$$
0 \longrightarrow \mathbb{Q}_{\ell}(1) \longrightarrow V_{\ell}(E) \longrightarrow \mathbb{Q}_{\ell} \longrightarrow 0
$$

The action of $G_{K}$ on the left $\mathbb{Q}_{\ell}(1)$ of the above exact sequence is trivial, since it comes from the action of unramified extensions. And the extension $V_{\ell}(E)$ is non-trivial.

Step 2. Assume the representation is potentially semi-stable. Let $V$ be a potentially semi-stable $\ell$-adic representation of $G_{K}$. Then there exists a finite extension $K^{\prime}$ of $K$ contained in $K^{s}$ such that $I_{K^{\prime}}=G_{K^{\prime}}$ acts unipotently on $V$.

Let $q$ be a uniformizing parameter of $K^{\prime}$. Let $E$ be the Tate elliptic curve associated to $q$ defined over $K^{\prime}$, and let $V_{\ell}(E)$ be the semi-stable Galois representation of $G_{K^{\prime}}$. From the "Weil scalar restriction of $E$ ", we get an abelian variety $A$ over $K$ and

$$
V_{\ell}(A)=\operatorname{Ind}_{G_{K^{\prime}}}^{G_{K}} V_{\ell}(E) .
$$

an $\ell$-adic representation of $G_{K}$ of dimension $2 \cdot\left[K^{\prime}: K\right]$. All the $\ell$-adic representations of $G_{K}$, which are semi-stable $\ell$-adic representations of $G_{K^{\prime}}$, come from $V_{\ell}(A)$.

### 1.3.2 An alternative description of potentially semi-stable $\ell$-adic representations.

Let the notations be as in the previous subsection. To any $q \in \mathfrak{m}_{K}, q \neq 0$, let $E$ be the corresponding Tate elliptic curve. Thus

$$
V_{\ell}(E)=V_{\ell}\left(\left(K^{s}\right)^{*} / q^{\mathbb{Z}}\right)=\mathbb{Q}_{\ell} \otimes \underset{\rightleftarrows}{\lim }\left(\left(K^{s}\right)^{*} / q^{\mathbb{Z}}\right)_{\ell^{n}} .
$$

Let $t$ be a generator of $\mathbb{Q}_{\ell}(1)$. Then we have the short exact sequence

$$
0 \longrightarrow \mathbb{Q}_{\ell} \longrightarrow V_{\ell}\left(\left(K^{s}\right)^{*} / q^{\mathbb{Z}}\right)(-1) \longrightarrow \mathbb{Q}_{\ell}(-1) \longrightarrow 0
$$

Write $\mathbb{Q}_{\ell}(-1)=\mathbb{Q}_{\ell} \cdot t^{-1}$, and let $u \in V_{\ell}\left(\left(K^{s}\right)^{*} / q^{\mathbb{Z}}\right)(-1)$ be a lifting of $t^{-1}$. Put

$$
B_{\ell}=\mathbb{Q}_{\ell}[u],
$$

then $b \otimes t^{-1} \in B_{\ell}(-1)=B_{\ell} \otimes_{\mathbb{Q}_{\ell}} \mathbb{Q}_{\ell}(-1)$. We define the following map

$$
\begin{aligned}
N: B_{\ell} & \longrightarrow B_{\ell}(-1) \\
b & \longmapsto-b^{\prime} \otimes t^{-1}=-\frac{d b}{d u} \otimes t^{-1} .
\end{aligned}
$$

Let $V$ be an $\ell$-adic representation of $G_{K}$, and $\mathcal{H}$ be the set of open normal subgroups of $I_{K}$. Define

$$
\begin{equation*}
\mathbf{D}_{\ell}(V)=\underset{H \in \mathcal{H}}{\lim _{\mathcal{H}}}\left(B_{\ell} \otimes_{\mathbb{Q}_{\ell}} V\right)^{H} \tag{1.11}
\end{equation*}
$$

Proposition 1.27. $\operatorname{dim}_{\mathbb{Q}_{\ell}} \mathbf{D}_{\ell}(V) \leq \operatorname{dim}_{\mathbb{Q}_{\ell}} V$.
The map $N$ extends to $N: \mathbf{D}_{\ell}(V) \longrightarrow \mathbf{D}_{\ell}(V)(-1)$. And we define a category $\mathscr{C}=$ the category of pairs $(D, N)$, in which

- $D$ is an $\ell$-adic representation of $G_{K}$ with potentially good reduction; $N$ : $D \longrightarrow D(-1)$ is a $\mathbb{Q}_{\ell}$-linear map commuting with the action of $G_{K}$, and is nilpotent. Here nilpotent means the following: write $N(\delta)=N_{t}(\delta) \otimes t^{-1}$, where $N_{t}: D \longrightarrow D$, then that $N_{t}$ (or $N$ ) is nilpotent means that the composition of the maps

$$
D \xrightarrow{N} D(-1) \xrightarrow{N(-1)} D(-2) \longrightarrow \cdots \xrightarrow{N(-r+1)} D(-r)
$$

is zero for $r$ large enough.

- $\operatorname{Hom}_{\mathscr{C}}\left((D, N),\left(D^{\prime}, N^{\prime}\right)\right)$ is the set of the maps $\eta: D \longrightarrow D^{\prime}$ where $\eta$ is $\mathbb{Q}_{\ell}$-linear, commutes with the action of $G_{K}$, and the diagram

commutes.
We may view $\mathbf{D}_{\ell}$ as a functor from the category of $\ell$-adic representations of $G_{K}$ to the category $\mathscr{C}$. There is a functor in the other direction

$$
\mathbf{V}_{\ell}: \mathscr{C} \longrightarrow \operatorname{Rep}_{\mathbb{Q}_{\ell}}\left(G_{K}\right)
$$

Suppose the Galois group $G_{K}$ acts diagonally on $B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D$. Since
$\left(B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D\right)(-1)=\left(B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D\right) \otimes_{\mathbb{Q}_{\ell}} \mathbb{Q}_{\ell}(-1)=B_{\ell}(-1) \otimes_{\mathbb{Q}_{\ell}} D=B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D(-1)$, define the map $N: B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D \rightarrow\left(B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D\right)(-1)$ by

$$
N(b \otimes \delta)=N b \otimes \delta+b \otimes N \delta
$$

Now set

$$
\mathbf{V}_{\ell}(D, N)=\operatorname{Ker}\left(N: B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D \longrightarrow\left(B_{\ell} \otimes_{\mathbb{Q}_{\ell}} D\right)(-1)\right)
$$

Proposition 1.28. (1) $\mathbf{V}_{\ell}(D, N)$ is stable by $G_{K}$ and $\operatorname{dim}_{\mathbb{Q}_{\ell}} \mathbf{V}_{\ell}(D, N)=$ $\operatorname{dim}_{\mathbb{Q}_{\ell}}(D)$ and $\mathbf{V}_{\ell}(D, N)$ is potentially semi-stable.
(2). If $V$ is any $\ell$-adic representation of $G_{K}$, then

$$
\mathbf{V}_{\ell}\left(\mathbf{D}_{\ell}(V)\right) \hookrightarrow V
$$

is injective and is an isomorphism if and only if $V$ is potentially semi-stable.
The above result implies that $\mathbf{D}_{\ell}$ induces an equivalence of categories between the category of potentially semi-stable $\ell$-adic representations of $G_{K}$ and the category $\mathscr{C}$, and $\mathbf{V}_{\ell}$ is the quasi-inverse functor of $\mathbf{D}_{\ell}$.

Exercise 1.29. Let $(D, N)$ be an object of $\mathscr{C}$. The map

$$
\begin{aligned}
\mathbf{V}_{\ell}(D) \subset B_{\ell} \otimes \mathbb{Q}_{\ell} & D
\end{aligned}>D
$$

induces an isomorphism of $\mathbb{Q}_{\ell}$-vector spaces between $V_{\ell}(D)$ and $D$ (but it does not commute with the action of $G_{K}$ ). Describe the new action of $G_{K}$ on $D$ using the old action and $N$.

### 1.3.3 The case of a finite residue field.

Assume $k$ is a finite field with $q$ elements. We have the short exact sequence

$$
1 \longrightarrow I_{K} \longrightarrow G_{K} \longrightarrow G_{k} \longrightarrow 1
$$

and let $\tau_{k} \in G_{k}$ denote the geometric Frobenius. By definition, the Weil group of $k$ is

$$
W_{K}=\left\{g \in G_{K} \mid \exists m \in \mathbb{Z} \text { such that }\left.g\right|_{\bar{k}}=\varphi_{k}^{m}\right\}
$$

Hence there is a map

$$
\rho: W_{K} \longrightarrow \mathbb{Z}
$$

with $\rho(g)=m$ if $\left.g\right|_{\bar{k}}=\varphi_{k}^{m}$, and it induces the exact sequence

$$
1 \longrightarrow I_{K} \longrightarrow W_{K} \longrightarrow \mathbb{Z} \longrightarrow 1
$$

If $E$ is any field of characteristic 0 , we may consider $E$-linear continuous representations of $W_{K}$ with the discrete topology on $E$. Such a representation is a finite dimensional $E$-vector space $V$ plus a homomorphism of groups

$$
\rho: W_{K} \longrightarrow \operatorname{Aut}_{E}(V)
$$

such that $\operatorname{Ker}(\rho) \cap I_{K}$ is open in $I_{K}$.
Any $\ell$-adic representation $V$ of $G_{K}$ which has potentially good reduction defines a continuous $\mathbb{Q}_{\ell}$-linear representation of $W_{K}$. As $W_{K}$ is dense in $G_{K}$, the action of $W_{K}$ determines the action of $G_{K}$.

We will now consider the following

- $W D_{K}=$ the Weil-Deligne group of $K$.
- Let $E$ be any field of characteristic 0 , there is the category of $E$-linear representations of $W D_{K}$, denoted by $\operatorname{Rep}_{E}\left(W D_{K}\right)$.
For an $E$-vector space $D$ with an action of $W_{K}$, we can define $D(-1)=$ $D \otimes_{E} E(-1)$, where $E(-1)$ is a one-dimensional $E$-vector space on which $W_{K}$ acts, such that $I_{K}$ acts trivially and the action of $\tau_{k}$ is multiplication by $q^{-1}$.

An object of $\boldsymbol{\operatorname { R e p }}_{E}\left(W D_{K}\right)$ is a pair $(D, N)$ where $D$ is an $E$-linear continuous representation of $W_{K}$ and $N: D \longrightarrow D(-1)$ is a morphism of $E$-linear representation of $W_{K}$ (This implies $N$ is nilpotent ).

Let $\operatorname{Rep}_{\mathbb{Q}_{\ell}, \mathrm{pst}}\left(G_{K}\right)$ be the category of potentially semi-stable $\ell$-adic representation of $G_{K}$. We consider the functor

$$
\begin{aligned}
\boldsymbol{\operatorname { R e p }}_{\mathbb{Q} \ell, \mathrm{pst}}\left(G_{K}\right) & \longrightarrow \operatorname{Rep}_{E}\left(W D_{K}\right) \\
V & \longmapsto\left(\mathbf{D}_{\ell}(V), N\right),
\end{aligned}
$$

which is fully faithful.
Now consider $E$ and $F$, which are two fields of characteristic 0 (for instance, $E=\mathbb{Q}_{\ell}$, and $\left.F=\mathbb{Q}_{\ell^{\prime}}\right)$. Let

- $\quad D=$ an $E$-linear representation of $W D_{K}$.
- $\quad D^{\prime}=$ an $F$-linear representation of $W D_{K}$.
$D$ and $D^{\prime}$ are said to be compatible if for any field $\Omega$ and embeddings

$$
E \hookrightarrow \Omega \quad \text { and } \quad F \hookrightarrow \Omega
$$

$\Omega \otimes_{E} D \simeq \Omega \otimes_{F} D^{\prime}$ are isomorphic as $\Omega$-linear representations of $W D_{K}$.
Theorem 1.30. Assume that $A$ is an abelian variety over $K$. If $\ell$ and $\ell^{\prime}$ are different prime numbers not equal to $p$, then $V_{\ell}(A)$ and $V_{\ell^{\prime}}(A)$ are compatible.

Conjecture 1.31. Let $X$ be a projective and smooth variety over $K$. For any $m \in \mathbb{N}$, if $\ell, \ell^{\prime}$ are primes not equal to $p$, then

$$
H_{\mathrm{et}}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right) \text { and } H_{\mathrm{ett}}^{m}\left(X_{K^{s}}, \mathbb{Q}_{\ell^{\prime}}\right)
$$

are compatible.
Remark 1.32. If $X$ has good reduction, it is known that the two representations are unramified with the same characteristic polynomials of Frobenius by Weil's conjecture. It is expected that $\tau_{k}$ acts semi-simply, which would imply the conjecture in this case.

### 1.3.4 Geometric $\ell$-adic representations of $G_{K}$.

We will describe geometric $E$-linear representation of $W D_{K}$ for any field $E$ of characteristic 0 . A geometric $\ell$-adic representation of $G_{K}$ for $\ell \neq p$ will be an $\ell$-adic representation such that the associated $\mathbb{Q}_{\ell}$-linear representation of $W D_{K}$ is geometric.

Let $V$ be an $E$-linear continuous representation of $W_{K}$. Choose $\varphi \in W_{K}$ a lifting of $\tau_{k}$ :

$$
\begin{aligned}
1 \longrightarrow I_{K} \longrightarrow W_{K} & \longrightarrow \mathbb{Z} \longrightarrow 1 \\
\varphi & \longmapsto 1
\end{aligned}
$$

Choose $w \in \mathbb{Z}$.
Definition 1.33. The representation $V$ is pure of weight $w$ if all the roots of the characteristic polynomial of $\varphi$ acting on $V$ (in a chosen algebraic closure $\bar{E}$ of $E$ ) are Weil numbers of weight $w$ relative to $k$, i.e. for any root $\lambda, \lambda \in \overline{\mathbb{Q}}$ and for any embedding $\sigma: \overline{\mathbb{Q}} \longrightarrow \bar{E}$, we have

$$
|\sigma(\lambda)|=q^{w / 2}
$$

The definition is independent of the choices.
Let $V$ be any $E$-linear continuous representation of $W_{K}$, and let $r \in \mathbb{N}$. Set

$$
D=V \oplus V(-1) \oplus V(-2) \oplus \cdots \oplus V(-r)
$$

and $N: D \longrightarrow D(-1)$ given by

$$
N\left(v_{0}, v_{-1}, v_{-2}, \cdots, v_{-r}\right)=\left(v_{-1}, v_{-2}, \cdots, v_{-r}, 0\right)
$$

This is a representation of $W D_{K}$.

Definition 1.34. An E-linear representation of $W D_{K}$ is elementary and pure of weight $w+r$ if it is isomorphic to such a $D$ with $V$ satisfying
(1) $V$ is pure of weight $w$;
(2) $V$ is semi-simple.

Definition 1.35. Let $m \in \mathbb{Z}$. $A$ geometric representation of $W D_{K}$ pure of weight $m$ is a representation which is isomorphic to a direct sum of elementary and pure representation of weight $m$.

As a full sub-category of $\boldsymbol{R e p}_{E}\left(W D_{K}\right)$, these representations make an abelian category $\operatorname{Rep}_{E, \text { geo }}^{m}\left(W D_{K}\right)$. For $\ell \neq p$, let

$$
\boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{\ell}, \text { geo }}^{m}\left(G_{K}\right)
$$

be the category of pure geometric $\ell$-adic representation of $G_{K}$ of weight $m$, which is the category of those $V$ such that $\left(\mathbf{D}_{\ell}(V), N\right)$ is in $\boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{\ell}, \text { geo }}^{m}\left(W D_{K}\right)$.

Conjecture 1.36. For $\ell \neq p, H^{r}\left(X_{K^{s}}, \mathbb{Q}_{\ell}\right)(i)$ should be an object of $\mathbf{R e p}_{\mathbb{Q}_{\ell}, \text { geo }}^{r-2 i}\left(W D_{K}\right)$ and these objects should generate the category.

In the category $\boldsymbol{\operatorname { R e p }}_{E}\left(W D_{K}\right)$, let
$\boldsymbol{\operatorname { R e p }}_{E}^{w}\left(W D_{K}\right)=$ the category of weighted $E$-linear representation of $W D_{K}$.
An object of this category is an $E$-linear representation $D$ of $W D_{K}$ plus an increasing filtration

$$
\cdots \subseteq W_{m} D \subseteq W_{m+1} D \subseteq \cdots
$$

where $W_{m} D$ is stable under $W D_{K}$, and

$$
\begin{array}{ll}
W_{m} D=D & \text { if } \quad m \gg 0 \\
W_{m} D=0 & \text { if } \quad m \ll 0
\end{array}
$$

Morphisms are morphisms of the representations of $W D_{K}$ which respect the filtration. This is an additive category, but not an abelian category. Define

$$
\boldsymbol{\operatorname { R e p }}_{E, \text { geo }}^{w}\left(W D_{K}\right)
$$

the category of geometric weighted $E$-linear representations of $W D_{K}$, to be the full sub-category of $\operatorname{Rep}_{E}\left(W D_{K}\right)$ of those $D^{\prime}$ s such that for all $m \in \mathbb{Z}$,

$$
g r_{m} D=W_{m} D / W_{m-1} D
$$

is a pure geometric representation of weight $m$.
Theorem 1.37. $\operatorname{Rep}_{E \text {, geo }}^{w}\left(W D_{K}\right)$ is an abelian category.
It is expected that if $M$ is a mixed motive over $K$, for any $\ell$ prime number $\neq p, H_{\ell}(M)$ should be an object of $\operatorname{Rep}_{\mathbb{Q}_{\ell}, \text { geo }}^{w}\left(G_{K}\right)$.

## $p$-adic Representations of fields of characteristic $p$

### 2.1 B-representations and regular G-rings

### 2.1.1 B-representations.

Let $G$ be a topological group and $B$ be a topological commutative ring equipped with a continuous action of $G$ compatible with the structure of ring, that is, for all $g \in G, b_{1}, b_{2} \in B$

$$
g\left(b_{1}+b_{2}\right)=g\left(b_{1}\right)+g\left(b_{2}\right), \quad g\left(b_{1} b_{2}\right)=g\left(b_{1}\right) g\left(b_{2}\right)
$$

Example 2.1. $B=L$ is a Galois extension of a field $K, G=\operatorname{Gal}(L / K)$, both equipped with the discrete topology.
Definition 2.2. $A B$-representation $X$ of $G$ is a $B$-module of finite type equipped with a semi-linear and continuous action of $G$, where semi-linear means that for all $g \in G, \lambda \in B$, and $x, x_{1}, x_{2} \in X$,

$$
g\left(x_{1}+x_{2}\right)=g\left(x_{1}\right)+g\left(x_{2}\right), \quad g(\lambda x)=g(\lambda) g(x)
$$

If $G$ acts trivially on $B$, we just have a linear representation. If $B=\mathbb{F}_{p}$ with the discrete topology, we say mod $p$ representation instead of $\mathbb{F}_{p^{-}}$ representation. If $B=\mathbb{Q}_{p}$, with the $p$-adic topology, we say $p$-adic representation instead of $\mathbb{Q}_{p}$-representation.

Definition 2.3. $A$ free $B$-representation of $G$ is a $B$-representation such that the underlying $B$-module is free.
Example 2.4. Let $F$ be a closed subfield of $B^{G}$ and $V$ be a $F$-representation of $G$, let $X=B \otimes_{F} V$ be equipped with $G$-action by $g(\lambda \otimes x)=g(\lambda) \otimes g(x)$, where $g \in G, \lambda \in B, x \in X$, then $X$ is a free $B$-representation.
Definition 2.5. We say that a free B-representation $X$ of $G$ is trivial if one of the following two conditions holds:
(1) There exists a basis of $X$ consisting of elements of $X^{G}$;
(2) $X \simeq B^{d}$ with the natural action of $G$.

We now give the classification of free $B$-representations of $G$ of rank $d$ for $d \in \mathbb{N}$ and $d \geq 1$.

Assume that $X$ is a free $B$-representation of $G$ with $\left\{e_{1}, \cdots, e_{d}\right\}$ as a basis. For every $g \in G$, let

$$
g\left(e_{j}\right)=\sum_{i=1}^{d} a_{i j}(g) e_{i}
$$

then we get a map $\alpha: G \rightarrow \operatorname{GL}_{d}(B)$,

$$
\begin{equation*}
\alpha(g)=\left(a_{i j}(g)\right)_{1 \leq i, j \leq d} \tag{2.1}
\end{equation*}
$$

It is easy to check that $\alpha$ is a 1-cocycle in $Z_{\text {cont }}^{1}\left(G, \mathrm{GL}_{d}(B)\right)$. Moreover, if $\left\{e_{1}^{\prime}, \cdots, e_{d}^{\prime}\right\}$ is another basis and if $P$ is the base change matrix, write

$$
g\left(e_{j}^{\prime}\right)=\sum_{i=1}^{d} a_{i j}^{\prime}(g) e_{i}^{\prime}, \quad \alpha^{\prime}(g)=\left(a_{i j}^{\prime}(g)\right)_{1 \leq i, j \leq d}
$$

then we have

$$
\begin{equation*}
\alpha^{\prime}(g)=P^{-1} \alpha(g) g(P) \tag{2.2}
\end{equation*}
$$

Therefore $\alpha$ and $\alpha^{\prime}$ are cohomologous to each other. Hence the class of $\alpha$ in $H_{\text {cont }}^{1}\left(G, \mathrm{GL}_{d}(B)\right)$ is independent of the choice of the basis of $X$ and we denote it by $[X]$.

Conversely, given a 1 -cocycle $\alpha \in Z_{\text {cont }}^{1}\left(G, \mathrm{GL}_{d}(B)\right)$, there is a unique semi-linear action of $G$ on $X=B^{d}$ such that, for every $g \in G$,

$$
\begin{equation*}
g\left(e_{j}\right)=\sum_{i=1}^{d} a_{i j}(g) e_{i} \tag{2.3}
\end{equation*}
$$

and $[X]$ is the class of $\alpha$. Hence, we have the following proposition:
Proposition 2.6. Let $d \in \mathbb{N}$. The correspondence $X \mapsto[X]$ defines a bijection between the set of equivalence classes of free $B$-representations of $G$ of rank d and $H_{\text {cont }}^{1}\left(G, \mathrm{GL}_{d}(B)\right)$. Moreover $X$ is trivial if and only if $[X]$ is the distinguished point in $H_{\text {cont }}^{1}\left(G, \mathrm{GL}_{d}(B)\right)$.

We see also what Hilbert's Theorem 90 means:
Proposition 2.7. If $L$ is a Galois extension of $K$ and if $L$ is equipped with the discrete topology, then any L-representation of $\operatorname{Gal}(L / K)$ is trivial.

### 2.1.2 Regular ( $F, G$ )-rings.

In this subsection, we let $B$ be a topological ring, $G$ be a topological group which acts continuously on $B$. Set $E=B^{G}$, and assume it is a field. Let $F$ be a closed subfield of $E$.

If $B$ is a domain, then the action of $G$ extends to $C=\operatorname{Frac} B$ by

$$
\begin{equation*}
g\left(\frac{b_{1}}{b_{2}}\right)=\frac{g\left(b_{1}\right)}{g\left(b_{2}\right)}, \quad \text { for all } g \in G, b_{1}, b_{2} \in B \tag{2.4}
\end{equation*}
$$

Definition 2.8. We say that $B$ is $(F, G)$-regular if the following conditions hold:
(1) $B$ is a domain.
(2) $B^{G}=C^{G}$.
(3) For every $b \in B, b \neq 0$ such that for any $g \in G$, if there exists $\lambda \in F$ with $g(b)=\lambda b$, then $b$ is invertible in $B$.

Remark 2.9. This is always the case when $B$ is a field.
Let $\operatorname{Rep}_{F}(G)$ denote the category of continuous $F$-representations of $G$. This is an abelian category with additional structures:

- Tensor product: if $V_{1}$ and $V_{2}$ are $F$-representations of $G$, we set $V_{1} \otimes V_{2}=$ $V_{1} \otimes_{F} V_{2}$, with the $G$-action given by $g\left(v_{1} \otimes v_{2}\right)=g\left(v_{1}\right) \otimes g\left(v_{2}\right)$;
- Dual representation: if $V$ is a $F$-representation of $G$, we set $V^{*}=$ $\mathscr{L}(V, F)=\{$ linear maps $V \rightarrow F\}$, with the $G$-action given by $(g f)(v)=$ $f\left(g^{-1}(v)\right) ;$
- Unit representation: this is $F$ with the trivial action.

We have obvious natural isomorphisms
$V_{1} \otimes\left(V_{2} \otimes V_{3}\right) \simeq\left(V_{1} \otimes V_{2}\right) \otimes V_{3}, \quad V_{2} \otimes V_{1} \simeq V_{1} \otimes V_{2}, \quad V \otimes F \simeq F \otimes V \simeq V$.
With these additional structures, $\operatorname{Rep}_{F}(G)$ is a neutral Tannakian category over $F$ (ref. e.g. Deligne [Del] in the Grothendieck Festschrift, but we are not going to use the precise definition of Tannakian categories).
Definition 2.10. A category $\mathscr{C}^{\prime}$ is a strictly full sub-category of a category $\mathscr{C}$ if it is a full sub-category such that if $X$ is an object of $\mathscr{C}$ isomorphic to an object of $\mathscr{C}^{\prime}$, then $X \in \mathscr{C}$.

Definition 2.11. $A$ sub-Tannakian category of $\boldsymbol{\operatorname { R e p }}_{F}(G)$ is a strictly full sub-category $\mathscr{C}$, such that
(1) The unit representation $F$ is an object of $\mathscr{C}$;
(2) If $V \in \mathscr{C}$ and $V^{\prime}$ is a sub-representation of $V$, then $V^{\prime}$ and $V / V^{\prime}$ are all in $\mathscr{C}$;
(3) If $V$ is an object of $\mathscr{C}$, so is $V^{*}$;
(4) If $V_{1}, V_{2} \in \mathscr{C}$, so is $V_{1} \oplus V_{2}$;
(5) If $V_{1}, V_{2} \in \mathscr{C}$, so is $V_{1} \otimes V_{2}$.

Definition 2.12. Let $V$ be a $F$-representation of $G$. We say $V$ is $B$-admissible if $B \otimes_{F} V$ is a trivial $B$-representation of $G$.

Let $V$ be any $F$-representation of $G$, then $B \otimes_{F} V$, equipped with the $G$-action by $g(\lambda \otimes x)=g(\lambda) \otimes g(x)$, is a free $B$-representation of $G$. Let

$$
\begin{equation*}
\mathbf{D}_{B}(V):=\left(B \otimes_{F} V\right)^{G} \tag{2.5}
\end{equation*}
$$

we get a map

$$
\begin{array}{cc}
\alpha_{V}: B \otimes_{E} \mathbf{D}_{B}(V) & \longrightarrow B \otimes_{F} V \\
\lambda \otimes x & \longmapsto \lambda x \tag{2.6}
\end{array}
$$

for $\lambda \in B, x \in \mathbf{D}_{B}(V) . \alpha_{V}$ is $B$-linear and commutes with the action of $G$, where $G$ acts on $B \otimes_{E} \mathbf{D}_{B}(V)$ via $g(\lambda \otimes x)=g(\lambda) \otimes x$.

Theorem 2.13. Assume that $B$ is $(F, G)$-regular. Then
(1) For any F-representation $V$ of $G$, the map $\alpha_{V}$ is injective and $\operatorname{dim}_{E} \mathbf{D}_{B}(V) \leq \operatorname{dim}_{F} V$. We have

$$
\begin{align*}
\operatorname{dim}_{E} \mathbf{D}_{B}(V)=\operatorname{dim}_{F} V & \Leftrightarrow \alpha_{V} \text { is an isomorphism } \\
& \Leftrightarrow V \text { is } B \text {-admissible. } \tag{2.7}
\end{align*}
$$

(2) Let $\boldsymbol{\operatorname { R e p }}_{F}^{B}(G)$ be the full subcategory of $\boldsymbol{\operatorname { R e p }}_{F}(G)$ consisting of these representations $V$ which are $B$-admissible. Then $\boldsymbol{R e p}_{F}^{B}(G)$ is a sub-Tannakian category of $\operatorname{Rep}_{F}(G)$ and the restriction of $\mathbf{D}_{B}$ (regarded as a functor from the category $\boldsymbol{\operatorname { R e p }}_{F}(G)$ to the category of $E$-vector spaces) to $\boldsymbol{\operatorname { R e p }}_{F}^{B}(G)$ is an exact and faithful tensor functor, i.e., it satisfies the following three properties:
(i) Given $V_{1}$ and $V_{2}$ admissible, there is a natural isomorphism

$$
\begin{equation*}
\mathbf{D}_{B}\left(V_{1}\right) \otimes_{E} \mathbf{D}_{B}\left(V_{2}\right) \simeq \mathbf{D}_{B}\left(V_{1} \otimes V_{2}\right) \tag{2.8}
\end{equation*}
$$

(ii) Given $V$ admissible, there is a natural isomorphism

$$
\begin{equation*}
\mathbf{D}_{B}\left(V^{*}\right) \simeq\left(\mathbf{D}_{B}(V)\right)^{*} \tag{2.9}
\end{equation*}
$$

(iii) $\mathbf{D}_{B}(F) \simeq E$.

Proof. (1) Let $C=$ Frac $B$. Since $B$ is $(F, G)$-regular, $C^{G}=B^{G}=E$. We have the following commutative diagram:


To prove the injectivity of $\alpha_{V}$, we are reduced to show the case when $B=C$ is a field. The injectivity of $\alpha_{V}$ means that given $h \geq 1, x_{1}, \ldots, x_{h} \in \mathbf{D}_{B}(V)$ linearly independent over $E$, then they are linearly independent over $B$. We prove it by induction on $h$.

The case $h=1$ is trivial. We may assume $h \geq 2$. Assume that $x_{1}, \cdots, x_{h}$ are linearly independent over $E$, but not over $B$. Then there exist $\lambda_{1}, \cdots, \lambda_{h} \in$ $B$, not all zero, such that $\sum_{i=1}^{h} \lambda_{i} x_{i}=0$. By induction, the $\lambda_{i}^{\prime} s$ are all different
from 0 . Multiplying them by $-1 / \lambda_{h}$, we may assume $\lambda_{h}=-1$, then we get $x_{h}=\sum_{i=1}^{h-1} \lambda_{i} x_{i}$. For any $g \in G$,

$$
x_{h}=g\left(x_{h}\right)=\sum_{i=1}^{h-1} g\left(\lambda_{i}\right) x_{i}
$$

then

$$
\sum_{i=1}^{h-1}\left(g\left(\lambda_{i}\right)-\lambda_{i}\right) x_{i}=0
$$

By induction, $g\left(\lambda_{i}\right)=\lambda_{i}$, for $1 \leq i \leq h-1$, i.e., $\lambda_{i} \in B^{G}=E$, which is a contradiction. This finishes the proof that $\alpha_{V}$ is injective.

If $\alpha_{V}$ is an isomorphism, then

$$
\operatorname{dim}_{E} \mathbf{D}_{B}(V)=\operatorname{dim}_{F} V=\operatorname{rank}_{B} B \otimes_{F} V
$$

We have to prove that if $\operatorname{dim}_{E} \mathbf{D}_{B}(V)=\operatorname{dim}_{F} V$, then $\alpha_{V}$ is an isomorphism.
Suppose $\left\{v_{1}, \cdots, v_{d}\right\}$ is a basis of $V$ over $F$, set $v_{i}^{\prime}=1 \otimes v_{i}$, then $v_{1}^{\prime}, \cdots, v_{d}^{\prime}$ is a basis of $B \otimes_{F} V$ over $B$. Let $\left\{e_{1}, \cdots, e_{d}\right\}$ be a basis of $\mathbf{D}_{B}(V)$ over $E$. Then $e_{j}=\sum_{i=1}^{d} b_{i j} v_{i}$, for $\left(b_{i j}\right) \in M_{d}(B)$. Let $b=\operatorname{det}\left(b_{i j}\right)$, the injectivity of $\alpha_{V}$ implies $b \neq 0$.

We need to prove $b$ is invertible in $B$. Denote $\operatorname{det} V=\bigwedge_{F}^{d} V=F v$, where $v=v_{1} \wedge \cdots \wedge v_{d}$. We have $g(v)=\eta(g) v$ with $\eta: G \rightarrow F^{\times}$. Similarly let $e=e_{1} \wedge \cdots \wedge e_{d} \in \bigwedge_{E}^{d} \mathbf{D}_{B}(V), g(e)=e$ for $g \in G$. We have $e=b v$, and $e=g(e)=g(b) \eta(g) v$, so $g(b)=\eta(g)^{-1} b$ for all $g \in G$, hence $b$ is invertible in $B$ since $B$ is $(F, G)$-regular.

The second equivalence is easy. The condition that $V$ is $B$-admissible, is nothing but that there exists a $B$-basis $\left\{x_{1}, \cdots, x_{d}\right\}$ of $B \otimes_{F} V$ such that each $x_{i} \in \mathbf{D}_{B}(V)$. Since $\alpha_{V}\left(1 \otimes x_{i}\right)=x_{i}$, and $\alpha_{V}$ is always injective, the condition is equivalent to that $\alpha_{V}$ is an isomorphism.
(2) Let $V$ be a $B$-admissible $F$-representation of $G, V^{\prime}$ be a sub- $F$-vector space stable under $G$, set $V^{\prime \prime}=V / V^{\prime}$, then we have exact sequences

$$
0 \rightarrow V^{\prime} \rightarrow V \rightarrow V^{\prime \prime} \rightarrow 0
$$

and

$$
0 \rightarrow B \otimes_{F} V^{\prime} \rightarrow B \otimes_{F} V \rightarrow B \otimes_{F} V^{\prime \prime} \rightarrow 0
$$

Then we have a sequence

$$
\begin{equation*}
0 \rightarrow \mathbf{D}_{B}\left(V^{\prime}\right) \rightarrow \mathbf{D}_{B}(V) \rightarrow \mathbf{D}_{B}\left(V^{\prime \prime}\right) \xrightarrow{ } \tag{2.10}
\end{equation*}
$$

which is exact at $\mathbf{D}_{B}\left(V^{\prime}\right)$ and at $\mathbf{D}_{B}(V)$. Let $d=\operatorname{dim}_{F} V, d^{\prime}=\operatorname{dim}_{F} V^{\prime}$, $d^{\prime \prime}=\operatorname{dim}_{F} V^{\prime \prime}$, by (1), we have

$$
\operatorname{dim}_{E} \mathbf{D}_{B}(V)=d, \quad \operatorname{dim}_{E} \mathbf{D}_{B}\left(V^{\prime}\right) \leq d^{\prime}, \quad \operatorname{dim}_{E} \mathbf{D}_{B}\left(V^{\prime \prime}\right) \leq d^{\prime \prime}
$$

but $d=d^{\prime}+d^{\prime \prime}$, so we have equality everywhere, and (2.10) is exact at $\mathbf{D}_{B}\left(V^{\prime \prime}\right)$ too. Then the functor $\mathbf{D}_{B}$ restricted to $\operatorname{Rep}_{F}^{B}(G)$ is exact, and is also faithful because $\mathbf{D}_{B}(V) \neq 0$ if $V \neq 0$.

Now we prove the second part of the assertion (2). (iii) is trivial. For (i), we have a commutative diagram

where the map $\sigma$ is induced by $\Sigma$. From the diagram $\sigma$ is clearly injective. On the other hand, since $V_{1}$ and $V_{2}$ are admissible, then

$$
\operatorname{dim}_{E} \mathbf{D}_{B}\left(V_{1}\right) \otimes_{E} \mathbf{D}_{B}\left(V_{2}\right)=\operatorname{dim}_{B}\left(B \otimes_{F}\left(V_{1} \otimes_{F} V_{2}\right)\right) \geq \operatorname{dim}_{E} \mathbf{D}_{B}\left(V_{1} \otimes_{F} V_{2}\right)
$$

hence $\sigma$ is in fact an isomorphism.
At last for (ii), assume $V$ is $B$-admissible, we need to prove that $V^{*}$ is $B$-admissible and $\mathbf{D}_{B}\left(V^{*}\right) \simeq \mathbf{D}_{B}(V)^{*}$.

The case $\operatorname{dim}_{F} V=1$ is easy, since in this case $V=F v, \mathbf{D}_{B}(V)=E \cdot b \otimes v$, and $V^{*}=F v^{*}, \mathbf{D}_{B}\left(V^{*}\right)=E \cdot b^{-1} \otimes v^{*}$.

If $\operatorname{dim}_{F} V=d \geq 2$, we use the isomorphism

$$
\left(\bigwedge_{F}^{d-1} V\right) \otimes(\operatorname{det} V)^{*} \simeq V^{*}
$$

$\bigwedge_{F}^{d-1} V$ is admissible since it is just a quotient of $\bigotimes_{F}^{d-1} V$, and $(\operatorname{det} V)^{*}$ is also admissible since $\operatorname{dim} \operatorname{det} V=1$, so $V^{*}$ is admissible.

To show the isomorphism $\mathbf{D}_{B}\left(V^{*}\right) \simeq \mathbf{D}_{B}(V)^{*}$, we have a commutative diagram

where the top isomorphism follows by the admissibility of $V^{*}$. Suppose $f \in$ $\mathbf{D}_{B}\left(V^{*}\right)$ and $t \in B \otimes_{F} V$, then for $g \in G, g \circ f(t)=g\left(f\left(g^{-1}(t)\right)\right)=f(t)$. If moreover $t \in D_{B}(V)$, then $g(f(t))=f(t)$ and hence $f(t) \in E$. Therefore we get the induced homomorphism $\tau$. From the diagram $\tau$ is clearly injective, and since both $D_{B}(V)$ and $D_{B}\left(V^{*}\right)$ have the same dimension as $E$-vector spaces, $\tau$ must be an isomorphism.

### 2.2 Mod $p$ Galois representations of fields of characteristic $p>0$

In this section, we assume that $E$ is a field of characteristic $p>0$. We choose a separable closure $E^{s}$ of $E$ and set $G=G_{E}=\operatorname{Gal}\left(E^{s} / E\right)$. Set $\varphi=\left(\lambda \mapsto \lambda^{p}\right)$ to be the absolute Frobenius of $E$.

### 2.2.1 Étale $\varphi$-modules over $E$.

Definition 2.14. A $\varphi$-module over $E$ is an $E$-vector space $M$ together with a map $\varphi: M \rightarrow M$ which is semi-linear with respect to the absolute Frobenius, i.e.,

$$
\begin{align*}
\varphi(x+y)=\varphi(x)+\varphi(y), & \text { for all } x, y \in M  \tag{2.11}\\
\varphi(\lambda x)=\varphi(\lambda) \varphi(x)=\lambda^{p} \varphi(x), & \text { for all } \lambda \in E, x \in M \tag{2.12}
\end{align*}
$$

If $M$ is an $E$-vector space, let $M_{\varphi}=E_{\varphi} \otimes_{E} M$, where $E$ is viewed as an $E$-module by the Frobenius $\varphi: E \rightarrow E$, which means for $\lambda, \mu \in E$ and $x \in M$,

$$
\lambda(\mu \otimes x)=\lambda \mu \otimes x, \quad \lambda \otimes \mu x=\mu^{p} \lambda \otimes x
$$

$M_{\varphi}$ is an $E$-vector space, and if $\left\{e_{1}, \cdots, e_{d}\right\}$ is a basis of $M$ over $E$, then $\left\{1 \otimes e_{1}, \cdots, 1 \otimes e_{d}\right\}$ is a basis of $M_{\varphi}$ over $E$. Hence we have

$$
\operatorname{dim}_{E} M_{\varphi}=\operatorname{dim}_{E} M
$$

Our main observation is
Remark 2.15. If $M$ is any $E$-vector space, giving a semi-linear map $\varphi: M \rightarrow$ $M$ is equivalent to giving a linear map

$$
\begin{align*}
\Phi: M_{\varphi} & \longrightarrow M \\
\lambda \otimes x & \longmapsto \lambda \varphi(x) . \tag{2.13}
\end{align*}
$$

Definition 2.16. A $\varphi$-module $M$ over $E$ is étale if $\Phi: M_{\varphi} \rightarrow M$ is an isomorphism and if $\operatorname{dim}_{E} M$ is finite.

Let $\left\{e_{1}, \cdots, e_{d}\right\}$ be a basis of $M$ over $E$, and assume

$$
\varphi e_{j}=\sum_{i=1}^{d} a_{i j} e_{i}
$$

then $\Phi\left(1 \otimes e_{j}\right)=\sum_{i=1}^{d} a_{i j} e_{i}$. Hence

$$
\begin{align*}
M \text { is étale } & \Longleftrightarrow \Phi \text { is an isomorphism } \Longleftrightarrow \Phi \text { is injective } \\
& \Longleftrightarrow \Phi \text { is surjective } \Longleftrightarrow M=E \cdot \varphi(M)  \tag{2.14}\\
& \Longleftrightarrow A=\left(a_{i j}\right) \text { is invertible in } \mathrm{E} .
\end{align*}
$$

Let $\mathscr{M}_{\varphi}^{\text {ét }}(E)$ be the category of étale $\varphi$-modules over $E$ with the morphisms being the $E$-linear maps which commute with $\varphi$.

Proposition 2.17. The category $\mathscr{M}_{\varphi}^{\text {et }}(E)$ is an abelian category.
Proof. Let $E[\varphi]$ be the non-commutative (if $E \neq \mathbb{F}_{p}$ ) ring generated by $E$ and an element $\varphi$ with the relation $\varphi \lambda=\lambda^{p} \varphi$, for every $\lambda \in E$. The category of $\varphi$-modules over $E$ is nothing but the category of left $E[\varphi]$-modules. This is an abelian category. To prove the proposition, it is enough to check that, if $\eta: M_{1} \rightarrow M_{2}$ is a morphism of étale $\varphi$-modules over $E$, the kernel $M^{\prime}$ and the cokernel $M^{\prime \prime}$ of $\eta$ in the category of $\varphi$-modules over $E$ are étale.

In fact, the horizontal lines of the commutative diagram

are exact. By definition, $\Phi_{1}$ and $\Phi_{2}$ are isomorphisms, so $\Phi^{\prime}$ is injective and $\Phi^{\prime \prime}$ is surjective. By comparing the dimensions, both $\Phi^{\prime}$ and $\Phi^{\prime \prime}$ are isomorphisms, hence Ker $\eta$ and Coker $\eta$ are étale.

The category $\mathscr{M}_{\varphi}^{\text {ett }}(E)$ possesses the following Tannakian structure:

- Let $M_{1}, M_{2}$ be two étale $\varphi$-modules over $E$. Let $M_{1} \otimes M_{2}=M_{1} \otimes_{E} M_{2}$. It is viewed as a $\varphi$-module by

$$
\varphi\left(x_{1} \otimes x_{2}\right)=\varphi\left(x_{1}\right) \otimes \varphi\left(x_{2}\right)
$$

One can easily check that $M_{1} \otimes M_{2} \in \mathscr{M}_{\varphi}^{\text {ét }}(E)$.

- $E$ is an étale $\varphi$-module and for every $M$ étale,

$$
M \otimes E=E \otimes M=M
$$

- If $M$ is an étale $\varphi$-module, assume that $\Phi: M_{\varphi} \xrightarrow{\sim} M$ corresponds to $\varphi$. Set $M^{*}=\mathscr{L}_{E}(M, E)$, We have

$$
{ }^{t} \Phi: M^{*} \xrightarrow{\sim}\left(M_{\varphi}\right)^{*} \simeq\left(M^{*}\right)_{\varphi},
$$

where the second isomorphism is the canonical isomorphism since $E$ is a flat $E$-module. Then

$$
{ }^{t} \Phi^{-1}:\left(M^{*}\right)_{\varphi} \xrightarrow{\sim} M^{*}
$$

gives a $\varphi$-module structure on $M^{*}$. Moreover, if $\left\{e_{1}, \cdots, e_{d}\right\}$ is a basis of $M$, and $\left\{e_{1}^{*}, \cdots, e_{d}^{*}\right\}$ is the dual basis of $M^{*}$, then

$$
\varphi\left(e_{j}\right)=\sum a_{i j} e_{i}, \quad \varphi\left(e_{j}^{*}\right)=\sum b_{i j} e_{i}^{*}
$$

with $A$ and $B$ satisfying $B={ }^{t} A^{-1}$.

### 2.2.2 The functor $M$.

Recall that
Definition 2.18. $A \bmod p$ representation of $G$ is a finite dimensional $\mathbb{F}_{p^{-}}$ vector space $V$ together with a linear and continuous action of $G$.

Denote by $\mathbf{R e p}_{\mathbb{F}_{p}}(G)$ the category of all mod $p$ representations of $G$.
We know that $G$ acts continuously on $E^{s}$ equipped with the discrete topology, $\mathbb{F}_{p} \subset\left(E^{s}\right)^{G}=E$, and $E^{s}$ is $\left(\mathbb{F}_{p}, G\right)$-regular. Let $V$ be any mod $p$ representation of $G$. By Hilbert's Theorem 90, the $E^{s}$-representation $E^{s} \otimes_{\mathbb{F}_{p}} V$ is trivial, thus $V$ is always $E^{s}$-admissible. Set

$$
\begin{equation*}
\mathbf{M}(V)=\mathbf{D}_{E^{s}}(V)=\left(E^{s} \otimes_{\mathbb{F}_{p}} V\right)^{G} \tag{2.15}
\end{equation*}
$$

then $\operatorname{dim}_{E} \mathbf{M}(V)=\operatorname{dim}_{\mathbb{F}_{p}} V$, and

$$
\alpha_{V}: E^{s} \otimes_{E} \mathbf{M}(V) \longrightarrow E^{s} \otimes_{\mathbb{F}_{p}} V
$$

is an isomorphism.
On $E^{s}$, we have the absolute Frobenius $\varphi(x)=x^{p}$, which commutes with the action of $G$ :

$$
\varphi(g(x))=g(\varphi(x)), \quad \text { for all } g \in G, x \in E^{s}
$$

We define the Frobenius on $E^{s} \otimes_{\mathbb{F}_{p}} V$ as follows:

$$
\varphi(\lambda \otimes v)=\lambda^{p} \otimes v=\varphi(\lambda) \otimes v
$$

For all $x \in E^{s} \otimes_{\mathbb{F}_{p}} V$, we have

$$
\varphi(g(x))=g(\varphi(x)), \quad \text { for all } g \in G
$$

which implies that if $x$ is in $\mathbf{M}(V)$, so is $\varphi(x)$. We still denote by $\varphi$ the restriction of $\varphi$ on $\mathbf{M}(V)$, then we get

$$
\varphi: \mathbf{M}(V) \longrightarrow \mathbf{M}(V)
$$

Proposition 2.19. If $V$ is a mod $p$ representation of $G$ of dimension $d$, then the map

$$
\alpha_{V}: E^{s} \otimes_{E} \mathbf{M}(V) \rightarrow E^{s} \otimes_{\mathbb{F}_{p}} V
$$

is an isomorphism, $\mathbf{M}(V)$ is an étale $\varphi$-module over $E$ and $\operatorname{dim}_{E} \mathbf{M}(V)=d$.
Proof. We already know that

$$
\alpha_{V}: E^{s} \otimes_{E} \mathbf{M}(V) \rightarrow E^{s} \otimes_{\mathbb{F}_{p}} V
$$

is an isomorphism and this implies $\operatorname{dim}_{E} \mathbf{M}(V)=d$.

Suppose $\left\{v_{1}, \cdots, v_{d}\right\}$ is a basis of $V$ over $\mathbb{F}_{p}$ and by abuse of notations, write $v_{i}=1 \otimes v_{i}$. Suppose $\left\{e_{1}, \cdots, e_{d}\right\}$ is a basis of $\mathbf{M}(V)$ over E . Then

$$
e_{j}=\sum_{i=1}^{d} b_{i j} v_{i}, \quad \text { for } B=\left(b_{i j}\right) \in \mathrm{GL}_{d}\left(E^{s}\right) .
$$

Hence

$$
\varphi\left(e_{j}\right)=\sum_{i=1}^{d} b_{i j}^{p} v_{i}=\sum_{i=1}^{d} a_{i j} e_{i} .
$$

Then $A=\left(a_{i j}\right)=B^{-1} \varphi(B)$, and

$$
\operatorname{det} A=(\operatorname{det} B)^{-1} \operatorname{det}(\varphi(B))=(\operatorname{det} B)^{p-1} \neq 0 .
$$

This proves that $\mathbf{M}(V)$ is étale and hence the proposition.
From Proposition 2.19, we thus get an additive functor

$$
\begin{equation*}
\mathbf{M}: \boldsymbol{\operatorname { R e }}_{\mathbf{F}_{p}}(G) \rightarrow \mathscr{M}_{\varphi}^{\text {et }}(E) . \tag{2.16}
\end{equation*}
$$

### 2.2.3 The inverse functor $V$.

We now define a functor

$$
\begin{equation*}
\mathbf{V}: \mathscr{M}_{\varphi}^{\text {et }}(E) \longrightarrow \boldsymbol{R e p}_{\mathbb{F}_{p}}(G) . \tag{2.17}
\end{equation*}
$$

Let $M$ be any étale $\varphi$-module over $E$. We view $E^{s} \otimes_{E} M$ as a $\varphi$-module via

$$
\varphi(\lambda \otimes x)=\lambda^{p} \otimes \varphi(x)
$$

and define a $G$-action on it by

$$
g(\lambda \otimes x)=g(\lambda) \otimes x, \quad \text { for } g \in G .
$$

One can check that this action commutes with $\varphi$. Set

$$
\begin{equation*}
\mathbf{V}(M)=\left\{y \in E^{s} \otimes_{E} M \mid \varphi(y)=y\right\}=\left(E^{s} \otimes_{E} M\right)_{\varphi=1}, \tag{2.18}
\end{equation*}
$$

which is a sub $\mathbb{F}_{p}$-vector space stable under $G$.
Lemma 2.20. The natural map

$$
\begin{align*}
\alpha_{M}: E^{s} \otimes_{F_{p}} \mathbf{V}(M) & \longrightarrow E^{s} \otimes_{E} M  \tag{2.19}\\
\lambda \otimes v & \longmapsto \lambda v
\end{align*}
$$

is injective and therefore $\operatorname{dim}_{\mathbb{F}_{p}} \mathbf{V}(M) \leq \operatorname{dim}_{E} M$.

Proof. We want to prove that if $v_{1}, \cdots, v_{h} \in \mathbf{V}(M)$ are linearly independent over $\mathbb{F}_{p}$, then they are also linearly independent over $E^{s}$. We use induction on $h$.

The case $h=1$ is trivial.
Assume that $h \geq 2$, and that there exist $\lambda_{1}, \cdots, \lambda_{h} \in E^{s}$, not all zero, such that $\sum_{i=1}^{h} \lambda_{i} v_{i}=0$. We may assume $\lambda_{h}=-1$, then we have $v_{h}=\sum_{i=1}^{h-1} \lambda_{i} v_{i}$. Since $\varphi\left(v_{i}\right)=v_{i}$, we have

$$
v_{h}=\sum_{i=1}^{h-1} \lambda_{i}^{p} v_{i}
$$

which implies $\lambda_{i}^{p}=\lambda_{i}$ by induction, therefore $\lambda_{i} \in \mathbb{F}_{p}$.
Theorem 2.21. The functor

$$
\mathbf{M}: \boldsymbol{\operatorname { R e p }}_{\mathbb{F}_{p}}(G) \longrightarrow \mathscr{M}_{\varphi}^{\text {ét }}(E)
$$

is an equivalence of Tannakian categories and

$$
\mathbf{V}: \mathscr{M}_{\varphi}^{\text {ét }}(E) \longrightarrow \boldsymbol{\operatorname { R e p }}_{\mathbb{F}_{p}}(G)
$$

is a quasi-inverse functor.
Proof. Let $V$ be any $\bmod p$ representation of $G$, then

$$
\alpha_{V}: E^{s} \otimes_{E} \mathbf{M}(V) \xrightarrow{\sim} E^{s} \otimes_{F_{p}} V
$$

is an isomorphism of $E^{s}$-vector spaces, compatible with Frobenius and with the action of $G$. We use this to identify these two terms. Then

$$
\mathbf{V}(\mathbf{M}(V))=\left\{y \in E^{s} \otimes_{F_{p}} V \mid \varphi(y)=y\right\}
$$

Let $\left\{v_{1}, \cdots, v_{d}\right\}$ be a basis of $V$. If

$$
y=\sum_{i=1}^{d} \lambda_{i} \otimes v_{i}=\sum_{i=1}^{d} \lambda_{i} v_{i} \in E^{s} \otimes V
$$

we get $\varphi(y)=\sum \lambda_{i}^{p} v_{i}$, therefore

$$
\varphi(y)=y \Longleftrightarrow \lambda_{i} \in \mathbb{F}_{p} \Longleftrightarrow y \in V
$$

We have proved that $\mathbf{V}(\mathbf{M}(V))=V$. Since $\mathbf{V}(M) \neq 0$ if $M \neq 0$, a formal consequence is that $\mathbf{M}$ is an exact and fully faithful functor inducing an equivalence between $\operatorname{Rep}_{\mathbb{F}_{p}}(G)$ and its essential image (i.e., the full subcategory of $\mathscr{M}_{\varphi}^{\text {ét }}(E)$ consisting of those $M$ which are isomorphic to an $\left.\mathbf{M}(V)\right)$.

We now need to show that if $M$ is an étale $\varphi$-module over $E$, then there exists $V$ such that

$$
M \simeq \mathbf{M}(V)
$$

We take $V=\mathbf{V}(M)$, and prove that $M \simeq \mathbf{M}(\mathbf{V}(M))$.
Note that

$$
\begin{aligned}
\mathbf{V}(M) & =\left\{v \in E^{s} \otimes_{E} M \mid \varphi(v)=v\right\} \\
& =\left\{v \in \mathscr{L}_{E}\left(M^{*}, E^{s}\right) \mid \varphi v=v \varphi\right\} .
\end{aligned}
$$

Let $\left\{e_{1}^{*}, \cdots, e_{d}^{*}\right\}$ be a basis of $M^{*}$, and suppose $\varphi\left(e_{j}^{*}\right)=\sum b_{i j} e_{i}^{*}$, then giving $v$ is equivalent to giving $x_{i}=v\left(e_{i}^{*}\right) \in E^{s}$, for $1 \leq i \leq d$. From

$$
\varphi\left(v\left(e_{j}^{*}\right)\right)=v\left(\varphi\left(e_{j}^{*}\right)\right),
$$

we have that

$$
x_{j}^{p}=v\left(\sum_{i=1}^{d} b_{i j} e_{i}^{*}\right)=\sum_{i=1}^{d} b_{i j} x_{i} .
$$

Thus

$$
\mathbf{V}(M)=\left\{\left(x_{1}, \cdots, x_{d}\right) \in\left(E^{s}\right)^{d} \mid x_{j}^{p}=\sum_{i=1}^{d} b_{i j} x_{i}, \forall j=1, \ldots, d\right\}
$$

Let $R=E\left[x_{1}, \cdots, x_{d}\right] /\left(x_{j}^{p}-\sum_{i=1}^{d} b_{i j} x_{i}\right)_{1 \leq j \leq d}$, we have

$$
\begin{equation*}
\mathbf{V}(M)=\operatorname{Hom}_{E-\text { algebra }}\left(R, E^{s}\right) \tag{2.20}
\end{equation*}
$$

Lemma 2.22. Let $p$ be a prime number, $E$ be a field of characteristic $p, E^{s}$ be a separable closure of $E$. Let $B=\left(b_{i j}\right) \in \mathrm{GL}_{d}(E)$ and $b_{1}, \cdots, b_{d} \in E$. Let

$$
R=E\left[X_{1}, \cdots, X_{d}\right] /\left(X_{j}^{p}-\sum_{i=1}^{d} b_{i j} X_{i}-b_{j}\right)_{1 \leq j \leq d}
$$

Then the set $\operatorname{Hom}_{E-\text { algebra }}\left(R, E^{s}\right)$ has exactly $p^{d}$ elements.
Let's first finish the proof of the theorem. By the lemma, $\mathbf{V}(M)$ has $p^{d}$ elements, which implies that $\operatorname{dim}_{\mathbb{F}_{p}} \mathbf{V}(M)=d$. As the natural map

$$
\alpha_{M}: E^{s} \otimes_{\mathbb{F}_{p}} \mathbf{V}(M) \longrightarrow E^{s} \otimes_{E} M
$$

is injective, this is an isomorphism, and one can check that

$$
\mathbf{M}(\mathbf{V}(M)) \simeq M
$$

Moreover this is a Tannakian isomorphism: we have proven the following isomorphisms

- $\mathbf{M}\left(V_{1} \otimes V_{2}\right)=\mathbf{M}\left(V_{1}\right) \otimes \mathbf{M}\left(V_{2}\right)$,
$-\mathbf{M}\left(V^{*}\right)=\mathbf{M}(V)^{*}$,
$-\mathbf{M}\left(\mathbb{F}_{p}\right)=E$,
and one can easily check that these isomorphisms are compatible with Frobenius. Also we have the isomorphisms
- $\mathbf{V}\left(M_{1} \otimes M_{2}\right)=\mathbf{V}\left(M_{1}\right) \otimes \mathbf{V}\left(M_{2}\right) ;$
- $\mathbf{V}\left(M^{*}\right)=\mathbf{V}(M)^{*}$;
- $\mathbf{V}(E)=\mathbb{F}_{p}$,
and these isomorphisms are compatible with the action of $G$.
Proof of Lemma 2.22. XX Write $x_{i}$ the image of $X_{i}$ in $R$ for every $i=1, \cdots, d$. We proceed the proof in three steps.
(1) First we show that $\operatorname{dim}_{E} R=p^{d}$. It is enough to check that $\left\{x_{1}^{i_{1}} x_{2}^{i_{2}} \cdots x_{d}^{i_{d}}\right\}$ with $0 \leq i_{k} \leq p-1$ form a basis of $R$ over $E$. For $m=0,1, \ldots, d$, set

$$
R_{m}=E\left[X_{1}, \cdots, X_{d}\right] /\left(X_{j}^{p}-\sum_{i=1}^{d} b_{i j} X_{i}-b_{j}\right)_{1 \leq j \leq m} .
$$

Then, for $m>0, R_{m}$ is the quotient of $R_{m-1}$ by the ideal generated by the image of $X_{m}^{p}-\sum_{i=1}^{d} b_{i m} X_{i}-b_{m}$. By induction on $m$, we see easily that $R_{m}$ is a free $E\left[X_{m+1}, X_{m+2}, \ldots, X_{d}\right]$-module with the images of $\left\{X_{1}^{i_{1}} X_{2}^{i_{2}} \ldots X_{m}^{i_{m}}\right\}$ with $0 \leq i_{q} \leq p-1$ as a basis.
(2) Then we prove that $R$ is an étale $E$-algebra. This is equivalent to $\Omega_{R / E}^{1}=0$. But $\Omega_{R / E}^{1}$ is generated by $d x_{1}, \cdots, d x_{d}$. From $x_{j}^{p}=\sum_{i=1}^{d} b_{i j} x_{i}+b_{j}$, we have

$$
0=p x_{j}^{p-1} d x_{j}=\sum_{i=1}^{d} b_{i j} d x_{j},
$$

hence $d x_{j}=0$, since $\left(b_{i j}\right)$ is invertible in $\mathrm{GL}_{d}(E)$.
(3) As $R$ is étale over $E$, it has the form $E_{1} \times \cdots \times E_{r}$ (see, e.g. XX or Illusie's course note) where the $E_{i}$ 's are finite separable extensions of $E$. Set $n_{i}=\left[E_{i}: E\right]$, then $p^{d}=\operatorname{dim}_{E} R=\sum_{i=1}^{r} n_{i}$. On the other hand, we have

$$
\operatorname{Hom}_{E-\text { algebra }}\left(R, E^{s}\right)=\coprod_{i} \operatorname{Hom}_{E-\text { algebra }}\left(E_{i}, E^{s}\right),
$$

and for any $i$, there are exactly $n_{i} E$-embeddings of $E_{1}$ into $E^{s}$. Therefore the set $\operatorname{Hom}_{E-\text { algebra }}\left(E, E^{s}\right.$ ) has $p^{d}$ elements.

Remark 2.23. Suppose $d \geq 1, A \in \mathrm{GL}_{d}(E)$, we associate $A$ with an $E$-vector space $M_{A}=E^{d}$, and equip it with a semi-linear map $\varphi: M_{A} \rightarrow M_{A}$ defined by

$$
\varphi\left(\lambda e_{j}\right)=\lambda^{p} \sum_{i=1}^{d} a_{i j} e_{i}
$$

where $\left\{e_{1}, \cdots, e_{d}\right\}$ is the canonical basis of $M_{A}$. Then for any $A \in \mathrm{GL}_{d}(E)$, we obtain a $\bmod p$ representation $\mathbf{V}\left(M_{A}\right)$ of $G$ of dimension $d$.

On the other hand, if $V$ is any $\bmod p$ representation of $G$ of dimension $d$, then there exists $A \in \mathrm{GL}_{d}(E)$ such that $V \simeq \mathbf{V}\left(M_{A}\right)$. This is because $\mathbf{M}(V)$ is an étale $\varphi$-module, then there is an $A \in \mathrm{GL}_{d}(E)$ associated with $\mathbf{M}(V)$, and $\mathbf{M}(V) \simeq M_{A}$. Thus $V \simeq \mathbf{V}\left(M_{A}\right)$.

Moreover, if $A, B \in \mathrm{GL}_{d}(E)$, then
$\mathbf{V}\left(M_{A}\right) \simeq \mathbf{V}\left(M_{B}\right) \Leftrightarrow$ there exists $P \in \mathrm{GL}_{d}(E)$, such that $B=P^{-1} A \varphi(P)$.
Hence, if we define an equivalence relation on $\mathrm{GL}_{d}(E)$ by

$$
A \sim B \Leftrightarrow \text { there exists } P \in \mathrm{GL}_{d}(E), \text { such that } B=P^{-1} A \varphi(P)
$$

then we get a bijection between the set of equivalences classes on $\mathrm{GL}_{d}(E)$ and the set of isomorphism classes of $\bmod p$ representations of $G$ of dimension $d$.

## $2.3 p$-adic Galois representations of fields of characteristic $p>0$

### 2.3.1 Étale $\varphi$-modules over $\mathcal{E}$.

Let $E$ be a field of characteristic $p>0$, and $E^{s}$ be a separable closure of $E$ with the Galois group $G=\operatorname{Gal}\left(E^{s} / E\right)$. Let $\operatorname{Rep}_{\mathbb{Q}_{p}}(G)$ denote the category of $p$-adic representations of $G$.

From $\S$ A.2.4, we let $\mathcal{O}_{\mathcal{E}}$ be the Cohen $\operatorname{ring} \mathcal{C}(E)$ of $E$ and $\mathcal{E}$ be the field of fractions of $\mathcal{O}_{\mathcal{E}}$. Then

$$
\mathcal{O}_{\mathcal{E}}=\lim _{\check{n \in \mathbb{N}}} \mathcal{O}_{\mathcal{E}} / p^{n} \mathcal{O}_{\mathcal{E}}
$$

and $\mathcal{O}_{\mathcal{E}} / p \mathcal{O}_{\mathcal{E}}=E, \mathcal{E}=\mathcal{O}_{\mathcal{E}}\left[\frac{1}{p}\right]$. The field $\mathcal{E}$ is of characteristic 0 , with a complete discrete valuation, whose residue field is $E$ and whose maximal ideal is generated by $p$. Moreover, if $\mathcal{E}^{\prime}$ is another field with the same property, there is a continuous homomorphism $\iota: \mathcal{E} \rightarrow \mathcal{E}^{\prime}$ of valuation fields inducing the identity on $E$ and $\iota$ is always an isomorphism. If $E$ is perfect, $\iota$ is unique and $\mathcal{O}_{\mathcal{E}}$ may be identified to the ring $W(E)$ of Witt vectors with coefficients in $E$.

We can always provide $\mathcal{E}$ with a Frobenius $\varphi$ which is a continuous endomorphism sending $\mathcal{O}_{\mathcal{E}}$ into itself and inducing the absolute Frobenius $x \mapsto x^{p}$ on $E$. Again $\varphi$ is unique whenever $E$ is perfect.

For the rest of this section, we fix a choice of $\mathcal{E}$ and $\varphi$.
Definition 2.24. (1) $A \varphi$-module over $\mathcal{O}_{\mathcal{E}}$ is an $\mathcal{O}_{\mathcal{E}}$-module $M$ equipped with a semi-linear map $\varphi: M \rightarrow M$, that is:

$$
\begin{aligned}
\varphi(x+y) & =\varphi(x)+\varphi(y) \\
\varphi(\lambda x) & =\varphi(\lambda) \varphi(x)
\end{aligned}
$$

for $x, y \in M, \lambda \in \mathcal{O}_{\mathcal{E}}$.
(2) $A \varphi$-module over $\mathcal{E}$ is an $\mathcal{E}$-vector space $D$ equipped with a semi-linear $\operatorname{map} \varphi: D \rightarrow D$.

Remark 2.25. A $\varphi$-module over $\mathcal{O}_{\mathcal{E}}$ killed by $p$ is just a $\varphi$-module over $E$.
Set

$$
M_{\varphi}=\mathcal{O}_{\mathcal{E}} \otimes_{\mathcal{O}_{\mathcal{E}}} M
$$

As before, giving a semi-linear map $\varphi: M \rightarrow M$ is equivalent to giving a $\mathcal{O}_{\mathcal{E}}{ }^{-}$ linear map $\Phi: M_{\varphi} \rightarrow M$. Similarly if we set $D_{\varphi}=\mathcal{E}_{\varphi} \otimes_{\mathcal{E}} D$, then a semi-linear $\operatorname{map} \varphi: D \rightarrow D$ is equivalent to a linear $\operatorname{map} \Phi: D_{\varphi} \rightarrow D$.

Definition 2.26. (1) A $\varphi$-module over $\mathcal{O}_{\mathcal{E}}$ is étale if $M$ is an $\mathcal{O}_{\mathcal{E}}$-module of finite type and $\Phi: M_{\varphi} \rightarrow M$ is an isomorphism.
(2) A $\varphi$-module $D$ over $\mathcal{E}$ is étale if $\operatorname{dim}_{\mathcal{E}} D<\infty$ and if there exists an $\mathcal{O}_{\mathcal{E}}$-lattice $M$ of $D$ which is stable under $\varphi$, such that $M$ is an étale $\varphi$-module over $\mathcal{O}_{\mathcal{E}}$.

It is easy to check that
Proposition 2.27. If $M$ is an $\mathcal{O}_{\mathcal{E}}$-module of finite type with an action of $\varphi$, then $M$ is étale if and only if $M / p M$ is étale as an $E$-module.

Recall that an $\mathcal{O}_{\mathcal{E}}$-lattice $M$ is a sub $\mathcal{O}_{\mathcal{E}}$-module of finite type containing a basis. If $\left\{e_{1}, \cdots, e_{d}\right\}$ is a basis of $M$ over $\mathcal{O}_{\mathcal{E}}$, then it is also a basis of $D$ over $\mathcal{E}$, and

$$
\varphi e_{j}=\sum_{i=1}^{d} a_{i j} e_{i}, \quad\left(a_{i j}\right) \in \operatorname{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)
$$

One sees immediately that
Proposition 2.28. The category $\mathscr{M}_{\varphi}^{\text {ét }}\left(\mathcal{O}_{\mathcal{E}}\right)$ (resp. $\left.\mathscr{M}_{\varphi}^{\text {ét }}(\mathcal{E})\right)$ of étale $\varphi$-modules over $\mathcal{O}_{\mathcal{E}}$ (resp. $\mathcal{E}$ ) is abelian.

Let $\operatorname{Rep}_{\mathbb{Q}_{p}}(G)\left(\right.$ resp. $\left.\operatorname{Rep}_{\mathbb{Z}_{p}}(G)\right)$ be the category of $p$-adic representations (resp. of $\mathbb{Z}_{p}$-representations) of $G$. We want to construct equivalences of categories:

$$
\mathbf{M}: \boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{p}}(G) \rightarrow \mathscr{M}_{\varphi}^{\text {et }}(\mathcal{E})
$$

and

$$
\mathbf{M}: \boldsymbol{\operatorname { R e p }}_{\mathbb{Z}_{p}}(G) \rightarrow \mathscr{M}_{\varphi}^{\text {ét }}\left(\mathcal{O}_{\mathcal{E}}\right)
$$

### 2.3.2 The field $\widehat{\mathcal{E}}{ }^{\text {ur }}$

Let $\mathcal{F}$ be a finite extension of $\mathcal{E}, \mathcal{O}_{\mathcal{F}}$ be the ring of the integers of $\mathcal{F}$. We say $\mathcal{F} / \mathcal{E}$ is unramified if
(1) $p$ is a generator of the maximal ideal of $\mathcal{O}_{\mathcal{F}}$;
(2) $F=\mathcal{O}_{\mathcal{F}} / p$ is a separable extension of $E$.

For any homomorphism $f: E \rightarrow F$ of fields of characteristic $p$, by Theorem A.45, the functoriality of Cohen rings tells us that there is a unique local
homomorphism $\mathcal{C}(E) \rightarrow \mathcal{C}(F)$ which induces $f$ on the residue fields. Then for any finite separable extension $F$ of $E$, there is a unique unramified extension $\mathcal{F}=\operatorname{Frac} \mathcal{C}(F)$ of $\mathcal{E}$ whose residue field is $F$ (where unique means that if $\mathcal{F}$, $\mathcal{F}^{\prime}$ are two such extensions, then there exists a unique isomorphism $\mathcal{F} \rightarrow \mathcal{F}^{\prime}$ which induces the identity on $F$ ), and moreover there exists a unique endomorphism $\varphi^{\prime}: \mathcal{F} \rightarrow \mathcal{F}$ such that $\left.\varphi^{\prime}\right|_{\mathcal{E}}=\varphi$ and induces the absolute Frobenius $\operatorname{map} \lambda \mapsto \lambda^{p}$ on $F$. We write $\mathcal{F}=\mathcal{E}_{F}$ and still denote $\varphi^{\prime}$ as $\varphi$.

Again by Theorem A.45, this construction is functorial:

$$
\sigma: F \rightarrow F^{\prime},\left.\sigma\right|_{E}=\mathrm{Id} \text { induces } \sigma: \mathcal{E}_{F} \rightarrow \mathcal{E}_{F^{\prime}},\left.\sigma\right|_{\mathcal{E}}=\mathrm{Id}
$$

and $\sigma$ commutes with the Frobenius map. In particular, if $F / E$ is Galois, then $\mathcal{E}_{F} / \mathcal{E}$ is also Galois with Galois group

$$
\operatorname{Gal}\left(\mathcal{E}_{F} / \mathcal{E}\right)=\operatorname{Gal}(F / E)
$$

and the action of $\operatorname{Gal}(F / E)$ commutes with $\varphi$.
Let $E^{s}$ be a separable closure of $E$, then

$$
E^{s}=\bigcup_{F \in S} F
$$

where $S$ denotes the set of finite extensions of $E$ contained in $E^{s}$. If $F, F^{\prime} \in S$ and $F \subset F^{\prime}$, then $\mathcal{E}_{F} \subset \mathcal{E}_{F^{\prime}}$, we set

$$
\begin{equation*}
\mathcal{E}^{\mathrm{ur}}:=\bigcup_{F \in S} \mathcal{E}_{F} \tag{2.21}
\end{equation*}
$$

Then $\mathcal{E}^{\text {ur }} / \mathcal{E}$ is a Galois extension with $\operatorname{Gal}\left(\mathcal{E}^{\text {ur }} / \mathcal{E}\right)=G$. Let $\widehat{\mathcal{E} \text { ur }}$ be the completion of $\mathcal{E}^{\mathrm{ur}}$, and $\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}}$ be its ring of integers. Then $\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}}$ is a local ring, and

$$
\begin{equation*}
\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}}=\lim _{\leftrightarrows} \mathcal{O}_{\mathcal{E}^{\mathrm{ur}}} / p^{n} \mathcal{O}_{\mathcal{E}^{\mathrm{ur}}} \tag{2.22}
\end{equation*}
$$

We have the endomorphism $\varphi$ on $\mathcal{E}^{\text {ur }}$ such that $\varphi\left(\mathcal{O}_{\mathcal{E}}{ }^{\text {ur }}\right) \subset \mathcal{O}_{\mathcal{E}^{\text {ur }}}$. The action of $\varphi$ extends by continuity to an action on $\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}$ and $\widehat{\mathcal{E}^{\text {ur }}}$. Similarly we have the action of $G$ on $\mathcal{E}^{\text {ur }}, \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}$ and $\widehat{\mathcal{E}^{\text {ur }}}$. Moreover the action of $\varphi$ commutes with the action of $G$. We have the following important facts:

Proposition 2.29. (1) $\left(\widehat{\mathcal{E}^{\text {ur }}}\right)^{G}=\mathcal{E},\left(\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}\right)^{G}=\mathcal{O}_{\mathcal{E}}$.
(2) $\left(\widehat{\mathcal{E}^{\text {ur }}}\right)_{\varphi=1}=\mathbb{Q}_{p},\left(\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}\right)_{\varphi=1}=\mathbb{Z}_{p}$.

### 2.3.3 $\mathcal{O}_{\widehat{\mathcal{E}^{u r}}}$ and $\mathbb{Z}_{p}$ representations.

Proposition 2.30. For any $\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}$-representation $X$ of $G$, the natural map

$$
\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} X^{G} \rightarrow X
$$

is an isomorphism.

Proof. We prove the isomorphism in two steps.
(1) Assume there exists $n \geq 1$ such that $X$ is killed by $p^{n}$. We prove the proposition in this case by induction on $n$.

For $n=1, X$ is an $E^{s}$-representation of $G$ and this has been proved in Proposition 2.7.

Assume $n \geq 2$. Let $X^{\prime}$ be the kernel of the multiplication by $p$ on $X$ and $X^{\prime \prime}=X / X^{\prime}$. We get a short exact sequence

$$
0 \rightarrow X^{\prime} \rightarrow X \rightarrow X^{\prime \prime} \rightarrow 0
$$

where $X^{\prime}$ is killed by $p$ and $X^{\prime \prime}$ is killed by $p^{n-1}$. Also we have a long exact sequence

$$
0 \rightarrow X^{\prime G} \rightarrow X^{G} \rightarrow X^{\prime \prime G} \rightarrow H_{\mathrm{cont}}^{1}\left(G, X^{\prime}\right)
$$

Since $X^{\prime}$ is killed by $p$, it is just an $E^{s}$-representation of $G$, hence it is trivial (cf. Proposition 2.7), i.e. $X^{\prime} \simeq\left(E^{s}\right)^{d}$ with the natural action of $G$. So

$$
H_{\mathrm{cont}}^{1}\left(G, X^{\prime}\right)=H^{1}\left(G, X^{\prime}\right) \simeq\left(H^{1}\left(G, E^{s}\right)\right)^{d}=0
$$

Then we have the following commutative diagram:


By induction, the middle map is an isomorphism.


Let $T$ be a $\mathbb{Z}_{p}$-representation of $G$, then $\mathcal{O}_{\widehat{\mathcal{E}}} \otimes_{\mathbb{Z}_{p}} T$ is a $\varphi$-module over $\mathcal{O}_{\mathcal{E}}$, with $\varphi$ and $G$ acting on it through

$$
\varphi(\lambda \otimes t)=\varphi(\lambda) \otimes t, \quad g(\lambda \otimes t)=g(\lambda) \otimes g(t)
$$

for any $g \in G, \lambda \in \mathcal{O}_{\widehat{\mathcal{E}}}$ ar and $t \in T$. Let

$$
\begin{equation*}
\mathbf{M}(T)=\left(\mathcal{O}_{\widehat{\mathcal{E} u r}} \otimes_{\mathbb{Z}_{p}} T\right)^{G} \tag{2.23}
\end{equation*}
$$

then by Proposition 2.30,

$$
\begin{equation*}
\alpha_{T}: \mathcal{O}_{\widehat{\mathcal{E}^{u r}}} \otimes_{\mathcal{O}_{\mathcal{E}}} \mathbf{M}(T) \rightarrow \mathcal{O}_{\widehat{\mathcal{E}^{u r}}} \otimes_{\mathbb{Z}_{p}} T \tag{2.24}
\end{equation*}
$$

is an isomorphism, which implies that $\mathbf{M}(T)$ is an $\mathcal{O}_{\mathcal{E}}$-module of finite type, and moreover $\mathbf{M}(T)$ is étale. Indeed, from the exact sequence $0 \rightarrow T \rightarrow$ $T \rightarrow T / p T \rightarrow 0$, one gets the isomorphism $\mathbf{M}(T) / p \mathbf{M}(T) \xrightarrow{\sim} \mathbf{M}(T / p T)$ as $H^{1}\left(G, \mathcal{O}_{\widehat{\mathcal{E}}} \otimes_{\mathbb{Z}_{p}} T\right)=0$ by Proposition 2.30 . Thus $\mathbf{M}(T)$ is étale if and only if $\mathbf{M}(T / p T)$ is étale as a $\varphi$-module over $E$, which is shown in Proposition 2.19.

Let $M$ be an étale $\varphi$-module over $\mathcal{O}_{\mathcal{E}}$, and let $\varphi$ and $G$ act on $\mathcal{O}_{\widehat{\mathcal{E} \text { ur }}} \otimes \mathcal{O}_{\mathcal{E}} M$ through $g(\lambda \otimes x)=g(\lambda) \otimes x$ and $\varphi(\lambda \otimes x)=\varphi(\lambda) \otimes \varphi(x)$ for any $g \in G$, $\lambda \in \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}$ and $x \in M$. Let

$$
\begin{equation*}
\mathbf{V}(M)=\left\{y \in \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M \mid \varphi(y)=y\right\}=\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M\right)_{\varphi=1} \tag{2.25}
\end{equation*}
$$

Proposition 2.31. For any étale $\varphi$-module $M$ over $\mathcal{O}_{\mathcal{E}}$, the natural map

$$
\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathbb{Z}_{p}} \mathbf{V}(M) \rightarrow \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M
$$

is an isomorphism.
Proof. (1) We first prove the case when $M$ is killed by $p^{n}$, for a fixed $n \geq 1$ by induction on $n$. For $n=1$, this is the result for étale $\varphi$-modules over $E$. Assume $n \geq 2$. Consider the exact sequence:

$$
0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0
$$

where $M^{\prime}$ is the kernel of the multiplication by $p$ in $M$. Then we have an exact sequence

$$
0 \rightarrow \mathcal{O}_{\widehat{\mathcal{E}^{u r}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M^{\prime} \rightarrow \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M \rightarrow \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M^{\prime \prime} \rightarrow 0
$$

Let $X^{\prime}=\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M^{\prime}, X=\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M, X^{\prime \prime}=\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M^{\prime}$, then $X_{\varphi=1}^{\prime}=$ $\mathbf{V}\left(M^{\prime}\right), X_{\varphi=1}=\mathbf{V}(M), X_{\varphi=1}^{\prime \prime}=\mathbf{V}\left(M^{\prime \prime}\right)$. If the sequence

$$
0 \rightarrow X_{\varphi=1}^{\prime} \rightarrow X_{\varphi=1} \rightarrow X_{\varphi=1}^{\prime \prime} \rightarrow 0
$$

is exact, then we can apply the same proof as the proof for the previous proposition. So consider the exact sequence:

$$
0 \rightarrow X_{\varphi=1}^{\prime} \rightarrow X_{\varphi=1} \rightarrow X_{\varphi=1}^{\prime \prime} \stackrel{\delta}{\rightarrow} X^{\prime} /(\varphi-1) X^{\prime}
$$

where if $x \in X_{\varphi=1}, y$ is the image of $x$ in $X_{\varphi=1}^{\prime \prime}$, then $\delta(y)$ is the image of $(\varphi-1)(x)$. It is enough to check that $X^{\prime} /(\varphi-1) X^{\prime}=0$. As $M^{\prime}$ is killed by $p, X^{\prime}=E^{s} \otimes_{E} M^{\prime} \xrightarrow{\sim}\left(E^{s}\right)^{d}$, as an $E^{s}$-vector space with a Frobenius. Then $X^{\prime} /(\varphi-1) X^{\prime} \xrightarrow{\sim}\left(E^{s} /(\varphi-1) E^{s}\right)^{d}$. For any $b \in E^{s}$, there exist $a \in E^{s}$, such that $a$ is a root of the polynomial $X^{p}-X-b$, so $b=a^{p}-a=(\varphi-1) a \in$ $(\varphi-1) E^{s}$.
(2) The general case follows by passing to the limits.

The following result is a straightforward consequence of the two previous results and extend the analogous result in Theorem 2.21 for mod- $p$ representations.
Theorem 2.32. The functor

$$
\mathbf{M}: \operatorname{Rep}_{\mathbb{Z}_{p}}(G) \rightarrow \mathscr{M}_{\varphi}^{\text {ét }}\left(\mathcal{O}_{\mathcal{E}}\right), \quad T \mapsto \mathbf{M}(T)
$$

is an equivalence of categories and

$$
\mathbf{V}: \mathscr{M}_{\varphi}^{\text {ét }}\left(\mathcal{O}_{\mathcal{E}}\right) \rightarrow \boldsymbol{\operatorname { R e p }}_{\mathbb{Z}_{p}}(G), \quad M \mapsto \mathbf{V}(M)
$$

is a quasi-inverse functor of $\mathbf{M}$.

Proof. Identify $\mathcal{O}_{\widehat{\mathcal{E} u r}} \otimes_{\mathcal{O}_{\mathcal{E}}} M(T)$ with $\mathcal{O}_{\widehat{\mathcal{E} u r}} \otimes_{\mathbb{Z}_{p}} T$ through (2.24), then

$$
\begin{aligned}
\mathbf{V}(\mathbf{M}(T)) & =\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathcal{O}_{\mathcal{E}}} \mathbf{M}(T)\right)_{\varphi=1}=\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathbb{Z}_{p}} T\right)_{\varphi=1} \\
& =\left(\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}\right)_{\varphi=1} \otimes_{\mathbb{Z}_{p}} T=T,
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbf{M}(\mathbf{V}(M)) & =\left(\mathcal{O}_{\widehat{\mathcal{E u r}}} \otimes_{\mathbb{Z}_{p}} \mathbf{V}(M)\right)^{G} \simeq\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M\right)^{G} \\
& =\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M=M .
\end{aligned}
$$

The theorem is proved.

### 2.3.4 $p$-adic representations.

If $V$ is a $p$-adic representation of $G, D$ is an étale $\varphi$-module over $\mathcal{E}$, let

$$
\begin{aligned}
& \mathbf{M}(V)=\left(\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathbb{Q}_{p}} V\right)^{G}, \\
& \mathbf{V}(D)=\left(\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathcal{E}} D\right)_{\varphi=1},
\end{aligned}
$$

Theorem 2.33. (1) For any p-adic representation $V$ of $G, \mathbf{M}(V)$ is an étale $\varphi$-module over $\mathcal{E}$, and the natural map:

$$
\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathcal{E}} \mathbf{M}(V) \rightarrow \widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathbb{Q}_{p}} V
$$

is an isomorphism.
(2) For any étale $\varphi$-module $D$ over $\mathcal{E}, \mathbf{V}(D)$ is a p-adic representation of $G$ and the natural map

$$
\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathbb{Q}_{p}} \mathbf{V}(D) \rightarrow \widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathcal{E}} D
$$

is an isomorphism.
(3) The functor

$$
\mathbf{M}: \boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{p}}(G) \rightarrow \mathscr{M}_{\varphi}^{\dot{\epsilon t}}(\mathcal{E})
$$

is an equivalence of categories, and

$$
\mathbf{V}: \mathscr{M}_{\varphi}^{\text {et }}(\mathcal{E}) \rightarrow \mathbf{R e p}_{\mathbb{Q}_{p}}(G)
$$

is a quasi-inverse functor.
Proof. The proof is a formal consequence of what we did in $\S 2.3 .3$ and of the following two facts:
(i) For any $p$-adic representation $V$ of $G$, there exists a $\mathbb{Z}_{p}$-lattice $T$ stable under $G, V=\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} T$. Thus

$$
\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathbb{Q}_{p}} V=\left(\mathcal{O}_{\widehat{\mathcal{E} \mathrm{ur}}} \otimes_{\mathbb{Z}_{p}} T\right)[1 / p], \quad \mathbf{M}(V)=\mathbf{M}(T)[1 / p]=\mathcal{E} \otimes_{\mathcal{O}_{\mathcal{E}}} \mathbf{M}(T) .
$$

(ii) For any étale $\varphi$-module $D$ over $\mathcal{E}$, there exists an $\mathcal{O}_{\mathcal{E}}$-lattice $M$ stable under $\varphi$, which is an étale $\varphi$-module over $\mathcal{O}_{\mathcal{E}}, D=\mathcal{E} \otimes_{\mathcal{O}_{\mathcal{E}}} M$. Thus

$$
\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathcal{E}} D=\left(\mathcal{O}_{\widehat{\mathcal{E}}} \otimes_{\mathcal{O}_{\mathcal{E}}} M\right)[1 / p], \quad \mathbf{V}(D)=\mathbf{V}(M)[1 / p]=\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} \mathbf{V}(M)
$$

Remark 2.34. The category $\mathscr{M}_{\varphi}^{\text {ét }}(\mathcal{E})$ has a natural structure of a Tannakian category, i.e. one may define a tensor product, a duality and the unit object and they have suitable properties. For instance, if $D_{1}, D_{2}$ are étale $\varphi$-modules over $\mathcal{E}$, their tensor product $D_{1} \otimes D_{2}$ is $D_{1} \otimes_{\mathcal{E}} D_{2}$ with action of $\varphi: \varphi\left(x_{1} \otimes x_{2}\right)=$ $\varphi\left(x_{1}\right) \otimes \varphi\left(x_{2}\right)$. Then the functor $\mathbf{M}$ is a tensor functor, i.e. we have natural isomorphisms

$$
\mathbf{M}\left(V_{1}\right) \otimes \mathbf{M}\left(V_{2}\right) \rightarrow \mathbf{M}\left(V_{1} \otimes V_{2}\right) \text { and } \mathbf{M}\left(V^{*}\right) \rightarrow \mathbf{M}(V)^{*}
$$

Similarly, we have a notion of tensor product in the category $\mathscr{M}_{\varphi}^{\text {ét }}\left(\mathcal{O}_{\mathcal{E}}\right)$, two notion of duality (one for free $\mathcal{O}_{\mathcal{E}}$-modules, the other for $p$-torsion modules) and similar natural isomorphisms.

### 2.3.5 Down to earth meaning of the equivalence of categories.

For any $d \geq 1, A \in \operatorname{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$, let $M_{A}=\mathcal{O}_{\mathcal{E}}^{d}$ as an $\mathcal{O}_{\mathcal{E}}$-module, let $\left\{e_{1}, \cdots, e_{d}\right\}$ be the canonical basis of $M_{A}$. Set $\varphi\left(e_{j}\right)=\sum_{i=1}^{d} a_{i j} e_{i}$. Then $M_{A}$ is an étale $\varphi$ module over $\mathcal{O}_{\mathcal{E}}$ and $T_{A}=\mathbf{V}\left(M_{A}\right)$ is a $\mathbb{Z}_{p}$-representation of $G$. Furthermore, $V_{A}=\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} T_{A}=\mathbf{V}\left(D_{A}\right)$ is a $p$-adic representation of $G$ with $D_{A}=\mathcal{E}^{d}$ as an $\mathcal{E}$-vector space with the same $\varphi$.

On the other hand, for any $p$-adic representation $V$ of $G$ of dimension $d$, there exists $A \in \mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$, such that $V \simeq V_{A}$. Given $A, B \in \mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$, $T_{A}$ is isomorphic to $T_{B}$ if and only if there exists $P \in \mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$, such that $B=P^{-1} A \varphi(P) . V_{A}$ is isomorphic to $V_{B}$ if and only if there exists $P \in \mathrm{GL}_{d}(\mathcal{E})$ such that $B=P^{-1} A \varphi(P)$.

Hence, if we define the equivalence relation on $G L_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$ by

$$
A \sim B \Leftrightarrow \text { there exists } P \in \mathrm{GL}_{d}(\mathcal{E}), \text { such that } B=P^{-1} A \varphi(P)
$$

we get a bijection between the set of equivalence classes and the set of isomorphism classes of $p$-adic representations of $G$ of dimension $d$.

Remark 2.35. If $A$ is in $\mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$ and $P \in \mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$, then $P^{-1} A \varphi(P) \in$ $\mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$. But if $P \in \mathrm{GL}_{d}(\mathcal{E})$, then $P^{-1} A \varphi(P)$ may or may not be in $\mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$.

## $C$-representations and Methods of Sen

### 3.1 Krasner's Lemma and Ax-Sen's Lemma

### 3.1.1 Krasner's Lemma.

Proposition 3.1 (Krasner's Lemma). Let $F$ be a complete nonarchimedean field, and $E$ be a closed subfield of $F$, let $\alpha, \beta \in F$ with $\alpha$ separable over $E$. Assume that $|\beta-\alpha|<\left|\alpha^{\prime}-\alpha\right|$ for all conjugates $\alpha^{\prime}$ of $\alpha$ over $E$, $\alpha^{\prime} \neq \alpha$. Then $\alpha \in E(\beta)$.

Proof. Let $E^{\prime}=E(\beta), \gamma=\beta-\alpha$. Then $E^{\prime}(\gamma)=E^{\prime}(\alpha)$, and $E^{\prime}(\gamma) / E^{\prime}$ is separable. We want to prove that $E^{\prime}(\gamma)=E^{\prime}$. It suffices to prove that there is no conjugate $\gamma^{\prime}$ of $\gamma$ over $E^{\prime}$ distinct from $\gamma$. Let $\gamma^{\prime}=\beta-\alpha^{\prime}$ be such a conjugate, then $\left|\gamma^{\prime}\right|=|\gamma|$. It follows that $\left|\gamma^{\prime}-\gamma\right| \leq|\gamma|=|\beta-\alpha|$. On the other hand, $\left|\gamma^{\prime}-\gamma\right|=\left|\alpha^{\prime}-\alpha\right|>|\beta-\alpha|$ which leads to a contradiction.

Corollary 3.2. Let $K$ be a complete nonarchimedean field, $K^{s}$ be a separable closure of $K, \bar{K}$ be an algebraic closure of $K$ containing $K^{s}$. Then $\widehat{K^{s}}=\widehat{\bar{K}}$ and it is an algebraically closed field.
Proof. Let $C=\widehat{K^{s}}$, we shall prove:
(i) If char $K=p$, then for any $a \in C$, there exists $\alpha \in C$, such that $\alpha^{p}=a$.
(ii) $C$ is separably closed.

Proof of (i): Choose $\pi \in \mathfrak{m}_{K}, \pi \neq 0$. Choose $v=v_{\pi}$, i.e., $v(\pi)=1$. Then

$$
\mathcal{O}_{K^{s}}=\left\{a \in K^{s} \mid v(a) \geq 0\right\}, \quad \mathcal{O}_{C}=\lim _{\leftrightarrows} \mathcal{O}_{K^{s}} / \pi^{n} \mathcal{O}_{K^{s}}
$$

and $C=\mathcal{O}_{C}[1 / \pi]$. Thus $\pi^{m p} a \in \mathcal{O}_{C}$ for $m \gg 0$, we may assume $a \in \mathcal{O}_{C}$. Choose a sequence $\left(a_{n}\right)_{n \in \mathbb{N}}$ of elements of $\mathcal{O}_{K^{s}}$, such that $a \equiv a_{n} \bmod \pi^{n}$. Let

$$
P_{n}(X)=X^{p}-\pi^{n} X-a_{n} \in K^{s}[X]
$$

then $P_{n}^{\prime}(X)=-\pi^{n} \neq 0$ and $P_{n}$ is separable. Let $\alpha_{n}$ be a root of $P_{n}$ in $K^{s}$, $\alpha_{n} \in \mathcal{O}_{K^{s}}$. Then

$$
\alpha_{n+1}^{p}-\alpha_{n}^{p}=\pi^{n+1} \alpha_{n+1}-\pi^{n} \alpha_{n}+a_{n+1}-a_{n}
$$

one has $v\left(\alpha_{n+1}^{p}-\alpha_{n}^{p}\right) \geq n$. Since $\left(\alpha_{n+1}-\alpha_{n}\right)^{p}=\alpha_{n+1}^{p}-\alpha_{n}^{p}, v\left(\alpha_{n+1}-\alpha_{n}\right) \geq$ $n / p$, which implies $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ converges in $\mathcal{O}_{C}$. Call $\alpha$ the limit of $\left(\alpha_{n}\right)$, then $\alpha^{p}=\lim _{n \rightarrow+\infty} \alpha_{n}^{p}=a$ since $v\left(\alpha_{n}^{p}-a\right)=v\left(\pi^{n} \alpha_{n}+a_{n}-a\right) \geq n$.

Proof of (ii): Let

$$
P(X)=a_{0}+a_{1} X+a_{2} X^{2}+\cdots+a_{d-1} X^{d-1}+X^{d}
$$

be an arbitrary separable polynomial in $C[X]$. We need to prove $P(X)$ has a root in $C$. We may assume $a_{i} \in \mathcal{O}_{C}$. Let $C^{\prime}$ be the decomposition field of $P$ over $C$, let $r=\max v\left(\alpha_{i}-\alpha_{j}\right)$, where $\alpha_{i}$ and $\alpha_{j}$ are distinct roots of $P$ in $C^{\prime}$. Let

$$
P_{1}=b_{0}+b_{1} X+b_{2} X^{2}+\cdots+b_{d-1} X^{d-1}+X^{d} \in K^{s}[X]
$$

with $b_{i} \in K^{s}$, and $v\left(b_{i}-a_{i}\right)>r d$. We know, because of part (i), that $C$ contains $\bar{K}$, hence there exists $\beta \in C$, such that $P_{1}(\beta)=0$. Choose $\alpha \in C^{\prime}$, a root of $P$, such that $\left|\beta-\alpha^{\prime}\right| \geq|\beta-\alpha|$ for any $\alpha^{\prime} \in C^{\prime}$ and $P\left(\alpha^{\prime}\right)=0$. Since $P(\beta)=P(\beta)-P_{1}(\beta)$, and $v(\beta) \geq 0$, we have $v(P(\beta))>r d$. On the other hand,

$$
P(\beta)=\prod_{i=1}^{d}\left(\beta-\alpha_{i}\right)
$$

thus

$$
v(P(\beta))=\sum_{i=1}^{d} v\left(\beta-\alpha_{i}\right)>r d
$$

It follows that $v(\beta-\alpha)>r$. Applying Krasner's Lemma, we get $\alpha \in C(\beta)=C$.

### 3.1.2 Ax-Sen's Lemma.

Let $K$ be a nonarchimedean field, let $E$ be an algebraic extension of $K$. For any $\alpha$ containing in any separable extension of $E$, set

$$
\begin{equation*}
\Delta_{E}(\alpha)=\min \left\{v\left(\alpha^{\prime}-\alpha\right)\right\} \tag{3.1}
\end{equation*}
$$

where $\alpha^{\prime}$ are conjugates of $\alpha$ over $E$. Then

$$
\Delta_{E}(\alpha)=+\infty \text { if and only if } \alpha \in E
$$

Ax-Sen's Lemma means that if all the conjugates $\alpha^{\prime}$ are close to $\alpha$, then $\alpha$ is close to an element of $E$.

Proposition 3.3 (Ax-Sen's Lemma, Characteristic 0 case). Let $K, E, \alpha$ be as above, Assume char $K=0$, then there exists $a \in E$ such that

$$
\begin{equation*}
v(\alpha-a)>\Delta_{E}(\alpha)-\frac{p}{(p-1)^{2}} v(p) \tag{3.2}
\end{equation*}
$$

Remark 3.4. If choose $v=v_{p}$, then $v_{p}(\alpha-a)>\Delta_{E}(\alpha)-\frac{p}{(p-1)^{2}}$, but $\Delta_{E}(\alpha)$ is dependent of $v_{p}$.

We shall follow the proof of $\mathrm{Ax}([\mathrm{Ax} 70])$.
Lemma 3.5. Let $R \in E[X]$ be a monic polynomial of degree $d \geq 2$, such that $v(\lambda) \geq r$ for any root $\lambda$ of $R$ in $\bar{E}$, the algebraic closure of $E$. Let $m \in \mathbb{N}$, with $0<m<d$, then there exists $\mu \in F$, such that $\mu$ is a root of $R^{(m)}(X)$, the $m$-th derivative of $R(X)$, and

$$
v(\mu) \geq r-\frac{1}{d-m} v\left(\binom{d}{m}\right) .
$$

Proof. Let

$$
R=\left(X-\lambda_{1}\right)\left(X-\lambda_{2}\right) \cdots\left(X-\lambda_{d}\right)=\sum_{i=0}^{d} b_{i} X^{i}
$$

then $b_{i} \in \mathbb{Z}\left[\lambda_{1}, \cdots, \lambda_{d}\right]$ are homogeneous of degree $d-i$. If follows that $v\left(b_{i}\right) \geq$ $(d-i) r$. Write

$$
\frac{1}{m!} R^{(m)}(X)=\sum_{i=m}^{d}\binom{i}{m} b_{i} X^{i-m}=\binom{d}{m}\left(X-\mu_{1}\right)\left(X-\mu_{2}\right) \cdots\left(X-\mu_{d-m}\right)
$$

then $b_{m}=\binom{d}{m}(-1)^{d-m} \mu_{1} \mu_{2} \cdots \mu_{d-m}$. Hence

$$
\sum_{i=1}^{d-m} v\left(\mu_{i}\right)=v\left(b_{m}\right)-v\left(\binom{d}{m}\right) \geq(d-m) r-v\left(\binom{d}{m}\right)
$$

There exists $i$, such that

$$
v\left(\mu_{i}\right) \geq r-\frac{1}{d-m} v\left(\binom{d}{m}\right)
$$

The proof is finished.
Proof (Proof of Proposition 3.3). For any $d \geq 1$, let $l(d)$ be the biggest integer $l$ such that $p^{l} \leq d$. Let $\varepsilon(d)=\sum_{i=1}^{l(d)} \frac{1}{p^{i}-p^{i-1}}$. Then $l(d)=0$ if and only if $d<p$, or if and only if $\varepsilon(d)=0$. We want to prove that if $[E(\alpha): E]=d$, then there exists $a \in E$, such that

$$
v(\alpha-a)>\Delta_{E}(\alpha)-\varepsilon(d) v(p)
$$

This implies the proposition, since $\varepsilon(d) \leq \varepsilon(d+1)$ and $\lim _{d \rightarrow+\infty} \varepsilon(d)=\frac{p}{(p-1)^{2}}$.
We proceed by induction on $d$. It is easy to check for $d=1$. Now we assume $d \geq 2$. Let $P$ be the monic minimal polynomial of $\alpha$ over $E$. Let

$$
R(X)=P(X+\alpha), \quad R^{(m)}(X)=P^{(m)}(X+\alpha)
$$

If $d$ is not a power of $P$, then $d=p^{s} n$, with $n$ prime to $p$, and $n \geq 2$. Otherwise write $d=p^{s} p, s \in \mathbb{N}$. Let $m=p^{s}$.

Choose $\mu$ as in Lemma 3.5. The roots of $R$ are of the form $\alpha^{\prime}-\alpha$ for $\alpha^{\prime}$ a conjugate of $\alpha$. Set $r=\Delta_{E}(\alpha)$, and $\beta=\mu+\alpha$. Then

$$
v(\beta-\alpha) \geq r-\frac{1}{d-m} v\left(\binom{d}{m}\right)
$$

As $P^{(m)}(\beta)=0$, and $P^{(m)}(X) \in E[X]$ with degree $d-m, \beta$ is algebraic over $E$ of degree not higher than $d-m$. Either $\beta \in E$, then we choose $a=\beta$, or $\beta \notin E$, then we choose $a \in E$ such that $v(\beta-a) \geq \Delta_{E}(\beta)-\varepsilon(d-m) v(p)$, whose existence is guaranteed by induction. We want to check that $v(\alpha-a)>r-\varepsilon(d)$.

Case 1: $d=p^{s} n(n \geq 2)$, and $m=p^{s}$. It is easy to verify $v\left(\binom{d}{m}\right)=$ $v\left(\binom{p^{s} n}{p^{s}}\right)=0$, so $v(\mu)=v(\beta-\alpha) \geq r$. If $\beta^{\prime}$ is a conjugate of $\beta, \beta^{\prime}=\alpha^{\prime}+\mu^{\prime}$, then

$$
v\left(\beta^{\prime}-\beta\right)=v\left(\alpha^{\prime}-\alpha+\mu^{\prime}-\mu\right) \geq r
$$

which implies $\Delta_{E}(\beta) \geq r$. Hence $v(\beta-a) \geq r-\varepsilon\left(d-p^{s}\right) v(p)$, and

$$
v(\alpha-a) \geq \min \{v(\alpha-\beta), v(\beta-a)\} \geq r-\varepsilon(d) v(p)
$$

Case 2: $d=p^{s} p$, and $m=p^{s}$. Then $v\left(\binom{d}{m}\right)=v\left(\binom{p^{s+1}}{p^{s}}\right)=v(p)$, and $v(\mu) \geq r-\frac{1}{p^{s+1}-p^{s}} v(p)$. Let $\beta^{\prime}$ be any conjugate of $\beta, \beta^{\prime}=\mu^{\prime}+\alpha^{\prime}$, then

$$
v\left(\beta^{\prime}-\beta\right)=v\left(\mu^{\prime}-\mu+\alpha^{\prime}-\alpha\right) \geq r-\frac{1}{p^{s+1}-p^{s}} v(p)
$$

which implies $\Delta_{E}(\beta) \geq r-\frac{1}{p^{s+1}-p^{s}} v(p)$. Then

$$
v(\beta-a) \geq r-\frac{1}{p^{s+1}-p^{s}} v(p)-\varepsilon\left(p^{s+1}-p^{s}\right) v(p)=r-\varepsilon\left(p^{s+1}\right) v(p)
$$

Hence $v(\alpha-a)=v(\alpha-\beta+\beta-a) \geq r-\varepsilon(d) v(p)$.
Proposition 3.6 (Ax-Sen's Lemma, Characteristic $>0$ case). Assume $K, E, \alpha$ as before. Assume $K$ is perfect of characteristic $p>0$, then for any $\varepsilon>0$, there exists $a \in E$, such that $v(\alpha-a) \geq \Delta_{E}(\alpha)-\varepsilon$.

Proof. Let $L=E(\alpha)$, then $L / E$ is separable. Therefore there exists $c \in L$ such that $\operatorname{Tr}_{L / E}(c)=1$. For $r \gg 0, v\left(c^{p^{-r}}\right)>-\varepsilon$. Let $c^{\prime}=c^{p^{-r}}$, then $\left(\operatorname{Tr}_{L / E}\left(c^{\prime}\right)\right)^{p^{r}}=\operatorname{Tr}_{L / E}(c)=1$. Replacing $c$ by $c^{\prime}$, we may assume $v(c)>-\varepsilon$. Let

$$
S=\{\sigma \mid \sigma: L \hookrightarrow \bar{E} \text { be an E-embedding }\}
$$

and let

$$
a=\operatorname{Tr}_{L / E}(c \alpha)=\sum_{\sigma \in S} \sigma(c \alpha)=\sum_{\sigma \in S} \sigma(c) \sigma(\alpha) \in E
$$

As $\sum_{\sigma \in S} \sigma(c) \alpha=\operatorname{Tr}_{L / E}(c)=1$,

$$
v(\alpha-a)=v\left(\sum_{\sigma \in S} \sigma(c)(\alpha-\sigma(\alpha))\right) \geq \min \{v(\sigma(c)(\alpha-\sigma(\alpha)))\} \geq \Delta_{E}(\alpha)-\varepsilon
$$

This completes the proof.
We give an application of Ax-Sen's Lemma. Let $K$ be a complete nonarchimedean field, $K^{s}$ be a separable closure of $K$. Let $G_{K}=\operatorname{Gal}\left(K^{s} / K\right)$, $C=\widehat{K^{s}}$. The action of $G_{K}$ extends by continuity to $C$. Let $H$ be any closed subgroup of $G_{K}, L=\left(K^{s}\right)^{H}$, and $H=\operatorname{Gal}\left(K^{s} / L\right)$. A question arises:
Question 3.7. What is $C^{H}$ ?
If char $K=p$, we have $\bar{K} \subset C$. Let

$$
L^{\mathrm{rad}}=\left\{x \in C \mid \text { there exists } n, \text { such that } x^{p^{n}} \in L\right\}
$$

Then $H$ acts trivially on $L^{\text {rad }}$. Indeed, for any $x \in L^{\text {rad }}$, there exists $n \in \mathbb{N}$, such that $x^{p^{n}}=a \in L$, then for any $g \in H,(g(x))^{p^{n}}=x^{p^{n}}$, which implies $g(x)=x$. Hence $\widehat{L^{\text {rad }}} \subset C^{H}$.

Proposition 3.8. For any close subgroup $H$ of $G_{K}$, we have

$$
C^{H}= \begin{cases}\widehat{L}, & \text { if char } K=0  \tag{3.3}\\ \widehat{L^{\text {rad }}}, & \text { if } \operatorname{char} K=p\end{cases}
$$

where $L=\left(K^{s}\right)^{H}$. In particular,

$$
C^{G_{K}}= \begin{cases}\widehat{K}=K, & \text { if } \operatorname{char} K=0  \tag{3.4}\\ \widehat{K^{\mathrm{rad}}}, & \text { if } \operatorname{char} K=p\end{cases}
$$

Proof. If char $K=p$, we have a diagram:

with $\widehat{K^{\text {rad }}}$ perfect. This allows us to replace $K$ by $\widehat{K^{\text {rad }}}$, thus we may assume that $K$ is perfect, in which case $\widehat{L^{\text {rad }}}=\widehat{L}$, the proposition is reduced to the claim that $C^{H}=\widehat{L}$.

If char $K=p$, we choose any $\varepsilon>0$. If char $K=0$, we choose $\varepsilon=$ $\frac{p}{(p-1)^{2}} v(p)$. For any $\alpha \in C^{H}$, we want to prove that $\alpha \in \widehat{L}$. We choose a sequence of elements $\alpha_{n} \in \bar{K}$ such that $v\left(\alpha-\alpha_{n}\right) \geq n$, it follows that

$$
v\left(g\left(\alpha_{n}\right)-\alpha_{n}\right) \geq \min \left\{v\left(g\left(\alpha_{n}-\alpha\right)\right), v\left(\alpha_{n}-\alpha\right)\right\} \geq n
$$

for any $g \in H$. Thus $\Delta_{L}\left(\alpha_{n}\right) \geq n$, which implies that there exists $a_{n} \in L$, such that $v\left(\alpha_{n}-a_{n}\right) \geq n-\varepsilon$, and $\lim _{n \rightarrow+\infty} a_{n}=\alpha \in \widehat{L}$.

### 3.2 Classification of $C$-representations

Let $K$ be a $p$-adic field. Let $G=G_{K}=\operatorname{Gal}(\bar{K} / K)$. Let $v=v_{p}$ be the valuation of $K$ and its extensions such that $v(p)=1$. Let $C=\widehat{\bar{K}}$.

We fix $K_{\infty}$, a ramified $\mathbb{Z}_{p}$-extension of $K$ contained in $\bar{K}$. Let $H=G_{K_{\infty}}=$ $\operatorname{Gal}\left(\bar{K} / K_{\infty}\right)$. Let $\Gamma=\Gamma_{0}=\operatorname{Gal}\left(K_{\infty} / K\right) \cong \mathbb{Z}_{p}$. Let $\Gamma_{m}=\Gamma^{p^{m}}$ and $K_{m}=$ $K_{\infty}^{\Gamma_{m}}$ be the subfield of $K_{\infty}$ fixed by $\Gamma_{m}$. Let $\gamma$ be a topological generator of $\Gamma$ and let $\gamma_{m}=\gamma^{p^{m}}$, which is a topological generator of $\Gamma_{m}$.

For any subfield $F$ of $C$, let $\widehat{F}$ be its closure in $C$. We assume the fields considered in this section are equipped with the natural $p$-adic topology.

### 3.2.1 The study of $H_{\text {cont }}^{1}\left(G, \mathrm{GL}_{n}(C)\right)$.

We first study the cohomology group $H_{\text {cont }}^{1}\left(G, \mathrm{GL}_{n}(C)\right)$.

## Almost étale descent.

Lemma 3.9. Let $H_{0}$ be an open subgroup of $H$ and $U$ be a cocycle $H_{0} \rightarrow$ $\mathrm{GL}_{n}(C)$ such that $v\left(U_{\sigma}-1\right) \geq a, a>0$ for all $\sigma \in H_{0}$. Then there exists $a$ matrix $M \in \mathrm{GL}_{n}(C), v(M-1) \geq a / 2$, such that

$$
v\left(M^{-1} U_{\sigma} \sigma(M)-1\right) \geq a+1, \quad \text { for all } \sigma \in H_{0}
$$

Proof. The proof is imitating the proof of Hilbert's Theorem 90 (Theorem A.108).

Fix $H_{1} \subset H_{0}$ open and normal such that $v\left(U_{\sigma}-1\right) \geq a+1+a / 2$ for $\sigma \in H_{1}$, which is possible by continuity. By Corollary A.89, we can find $\alpha \in C^{H_{1}}$ such that

$$
v(\alpha) \geqslant-a / 2, \quad \sum_{\tau \in H_{0} / H_{1}} \tau(\alpha)=1
$$

Let $S \subset H$ be a set of representatives of $H_{0} / H_{1}$, denote $M_{S}=\sum_{\sigma \in S} \sigma(\alpha) U_{\sigma}$, we have $M_{S}-1=\sum_{\sigma \in S} \sigma(\alpha)\left(U_{\sigma}-1\right)$, this implies $v\left(M_{S}-1\right) \geqslant a / 2$ and moreover

$$
M_{S}^{-1}=\sum_{n=0}^{+\infty}\left(1-M_{S}\right)^{n}
$$

so we have $v\left(M_{S}^{-1}\right) \geqslant 0$ and $M_{S} \in \mathrm{GL}_{n}(C)$.
If $\tau \in H_{1}$, then $U_{\sigma \tau}-U_{\sigma}=U_{\sigma}\left(\sigma\left(U_{\tau}\right)-1\right)$. Let $S^{\prime} \subset H_{0}$ be another set of representatives of $H_{0} / H_{1}$, so for any $\sigma^{\prime} \in S^{\prime}$, there exists $\tau \in H_{1}$ and $\sigma \in S$ such that $\sigma^{\prime}=\sigma \tau$, so we get

$$
M_{S}-M_{S^{\prime}}=\sum_{\sigma \in S} \sigma(\alpha)\left(U_{\sigma}-U_{\sigma \tau}\right)=\sum_{\sigma \in S} \sigma(\alpha) U_{\sigma}\left(1-\sigma\left(U_{\tau}\right)\right)
$$

thus

$$
v\left(M_{S}-M_{S^{\prime}}\right) \geqslant a+1+a / 2-a / 2=a+1
$$

For any $\tau \in H_{0}$,

$$
U_{\tau} \tau\left(M_{S}\right)=\sum_{\sigma \in S} \tau \sigma(\alpha) U_{\tau} \tau\left(U_{\sigma}\right)=M_{\tau S}
$$

Then

$$
M_{S}^{-1} U_{\tau} \tau\left(M_{S}\right)=1+M_{S}^{-1}\left(M_{\tau S}-M_{S}\right)
$$

with $v\left(M_{S}^{-1}\left(M_{\tau S}-M_{S}\right)\right) \geq a+1$. Take $M=M_{S}$ for any $S$, we get the result.

Corollary 3.10. Under the same hypotheses as the above lemma, there exists $M \in \mathrm{GL}_{n}(C)$ such that

$$
v(M-1) \geq a / 2, \quad M^{-1} U_{\sigma} \sigma(M)=1, \forall \sigma \in H_{0}
$$

Proof. Repeat the lemma $(a \mapsto a+1 \mapsto a+2 \mapsto \cdots)$, and take the limits.
Proposition 3.11. $H_{\text {cont }}^{1}\left(H, \mathrm{GL}_{n}(C)\right)=1$.
Proof. We need to show that any given cocycle $U$ on $H$ with values in $\mathrm{GL}_{n}(C)$ is trivial. Pick $a>0$, by continuity, we can choose an open normal subgroup $H_{0}$ of $H$ such that $v\left(U_{\sigma}-1\right)>a$ for any $\sigma \in H_{0}$. By Corollary 3.10, the restriction of $U$ on $H_{0}$ is trivial. By the inflation-restriction sequence

$$
1 \rightarrow H_{\mathrm{cont}}^{1}\left(H / H_{0}, \mathrm{GL}_{n}\left(C^{H_{0}}\right)\right) \rightarrow H_{\mathrm{cont}}^{1}\left(H, \mathrm{GL}_{n}(C)\right) \rightarrow H_{\mathrm{cont}}^{1}\left(H_{0}, \mathrm{GL}_{n}(C)\right)
$$

since $H / H_{0}$ is finite, by Hilbert Theorem 90, $H_{\text {cont }}^{1}\left(H / H_{0}, \mathrm{GL}_{n}\left(C^{H_{0}}\right)\right)$ is trivial, as a consequence $U$ is also trivial.

Proposition 3.12. The inflation map gives a bijection

$$
\begin{equation*}
j: H_{\mathrm{cont}}^{1}\left(\Gamma, \mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)\right) \xrightarrow{\sim} H_{\mathrm{cont}}^{1}\left(G, \mathrm{GL}_{n}(C)\right) \tag{3.5}
\end{equation*}
$$

Proof. This follows from the exact inflation-restriction sequence

$$
1 \rightarrow H_{\mathrm{cont}}^{1}\left(\Gamma, \mathrm{GL}_{n}\left(C^{H}\right)\right) \rightarrow H_{\mathrm{cont}}^{1}\left(G, \mathrm{GL}_{n}(C)\right) \rightarrow H_{\mathrm{cont}}^{1}\left(H, \mathrm{GL}_{n}(C)\right)
$$

since the third term is trivial by the previous Proposition, $\widehat{K}_{\infty}=C^{H}$, and the inflation map is injective.

## Undo the completion.

Recall by Corollary A. 92 and Proposition A.97, for Tate's normalized trace map $R_{r}(x)$, we have constants $c, d$ independent of $r$, such that

$$
\begin{equation*}
v\left(R_{r}(x)\right) \geq v(x)-c, \quad x \in \widehat{K}_{\infty} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
v\left(\left(\gamma_{r}-1\right)^{-1} x\right) \geq v(x)-d, \quad x \in X_{r}=\left\{x \in \widehat{K}_{\infty} \mid R_{r}(x)=0\right\} \tag{3.7}
\end{equation*}
$$

Lemma 3.13. Given $\delta>0, b \geq 2 c+2 d+\delta$. Given $r \geq 0$. Suppose $U=$ $1+U_{1}+U_{2}$ with

$$
\begin{aligned}
& U_{1} \in \mathrm{M}_{n}\left(K_{r}\right), v\left(U_{1}\right) \geq b-c-d \\
& U_{2} \in \mathrm{M}_{n}(C), v\left(U_{2}\right) \geq b^{\prime} \geq b
\end{aligned}
$$

Then, there exists $M \in \operatorname{GL}_{n}(C), v(M-1) \geq b-c-d$ such that

$$
M^{-1} U \gamma_{r}(M)=1+V_{1}+V_{2}
$$

with

$$
\begin{aligned}
& V_{1} \in \mathrm{M}_{n}\left(K_{r}\right), v\left(V_{1}\right) \geq b-c-d, \\
& V_{2} \in \mathrm{M}_{n}(C), v\left(V_{2}\right) \geq b^{\prime}+\delta
\end{aligned}
$$

Proof. One has $U_{2}=R_{r}\left(U_{2}\right)+\left(1-\gamma_{r}\right) V$ such that

$$
v\left(R_{r}\left(U_{2}\right)\right) \geq v\left(U_{2}\right)-c, \quad v(V) \geq v\left(U_{2}\right)-c-d
$$

Thus,

$$
\begin{aligned}
(1+V)^{-1} U \gamma_{r}(1+V) & =\left(1-V+V^{2}-\cdots\right)\left(1+U_{1}+U_{2}\right)\left(1+\gamma_{r}(V)\right) \\
& =1+U_{1}+\left(\gamma_{r}-1\right) V+U_{2}+(\text { terms of degree } \geq 2)
\end{aligned}
$$

Let $V_{1}=U_{1}+R_{r}\left(U_{2}\right) \in \mathrm{M}_{n}\left(K_{r}\right)$ and $W$ be the terms of degree $\geq 2$. Thus $v(W) \geq b+b^{\prime}-2 c-2 d \geq b^{\prime}+\delta$. So we can take $M=1+V, V_{2}=W$.

Corollary 3.14. Keep the same hypotheses as in Lemma 3.13. Then there exists $M \in \mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right), v(M-1) \geq b-c-d$ such that $M^{-1} U \gamma_{r}(M) \in \mathrm{GL}_{n}\left(K_{r}\right)$.
Proof. Repeat the lemma $(b \mapsto b+\delta \mapsto b+2 \delta \mapsto \cdots)$, and take the limit.
Lemma 3.15. Suppose $B \in \mathrm{GL}_{n}(C)$. If there exist $V_{1}, V_{2} \in \mathrm{GL}_{n}\left(K_{i}\right)$ such that for some $r \geq i$,

$$
v\left(V_{1}-1\right)>d, \quad v\left(V_{2}-1\right)>d, \quad \gamma_{r}(B)=V_{1} B V_{2}
$$

then $B \in \mathrm{GL}_{n}\left(K_{i}\right)$.
Proof. Take $C=B-R_{i}(B)$. We have to show that $C=0$. Note that $C$ has coefficients in $X_{i}=\left(1-R_{i}\right) \widehat{K}_{\infty}$, and $R_{i}$ is $K_{i}$-linear and commutes with $\gamma_{r}$, thus,
$\gamma_{r}(C)-C=V_{1} C V_{2}-C=\left(V_{1}-1\right) C V_{2}+V_{1} C\left(V_{2}-1\right)-\left(V_{1}-1\right) C\left(V_{2}-1\right)$
Hence, $v\left(\gamma_{r}(C)-C\right)>v(C)+d$. By Proposition A.97, this implies $v(C)=+\infty$, i.e. $C=0$.

Proposition 3.16. The inclusion $\mathrm{GL}_{n}\left(K_{\infty}\right) \hookrightarrow \mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)$ induces a bijection

$$
i: H_{\mathrm{cont}}^{1}\left(\Gamma, \mathrm{GL}_{n}\left(K_{\infty}\right)\right) \xrightarrow{\sim} H_{\mathrm{cont}}^{1}\left(\Gamma, \mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)\right)
$$

Moreover, for any $\sigma \rightarrow U_{\sigma}$ a continuous cocycle of $H_{\mathrm{cont}}^{1}\left(\Gamma, \mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)\right)$, if $v\left(U_{\sigma}-1\right)>2 c+2 d$ for $\sigma \in \Gamma_{r}$, then there exists $M \in \mathrm{GL}_{n}\left(K_{\infty}\right), v(M-1)>$ $c+d$ such that

$$
\sigma \longmapsto U_{\sigma}^{\prime}=M^{-1} U_{\sigma} \sigma(M)
$$

satisfies $U_{\sigma}^{\prime} \in \mathrm{GL}_{n}\left(K_{r}\right)$.
Proof. We first prove injectivity. Let $U, U^{\prime}$ be cocycles of $\Gamma$ in $\mathrm{GL}_{n}\left(K_{\infty}\right)$ and suppose they become cohomologous in $\mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)$, that is, there is an $M \in$ $\mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)$ such that $M^{-1} U_{\sigma} \sigma(M)=U_{\sigma}^{\prime}$ for all $\sigma \in \Gamma$. In particular, $\gamma_{r}(M)=$ $U_{\gamma_{r}}^{-1} M U_{\gamma_{r}}^{\prime}$. Pick $r$ large enough such that $U_{\gamma_{r}}$ and $U_{\gamma_{r}}^{\prime}$ satisfy the conditions in Lemma 3.15, then $M \in \mathrm{GL}_{n}\left(K_{r}\right)$. Thus $U$ and $U^{\prime}$ are cohomologous in $\mathrm{GL}_{n}\left(K_{\infty}\right)$, and injectivity is proved.

We now prove surjectivity. Given $U$, a cocycle of $\Gamma$ in $\mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)$, by continuity there exists an $r$ such that for all $\sigma \in \Gamma_{r}$, we have $v\left(U_{\sigma}-1\right)>2 c+2 d$. By Corollary 3.14, there exists $M \in \mathrm{GL}_{r}(C), v(M-1)>2(c+d)$ such that $U_{\gamma_{r}}^{\prime}=M^{-1} U_{\gamma_{r}} \gamma_{r}(M) \in \mathrm{GL}_{n}\left(K_{r}\right)$. Moreover, we have $M \in \mathrm{GL}_{n}\left(K_{\infty}\right)$ by using Lemma 3.15 again.

Put $U_{\sigma}^{\prime}=M^{-1} U_{\sigma} \sigma(M)$ for all $\sigma \in \Gamma$. For any such $\sigma$ we have

$$
U_{\sigma}^{\prime} \sigma\left(U_{\gamma_{r}}^{\prime}\right)=U_{\sigma \gamma_{r}}^{\prime}=U_{\gamma_{r} \sigma}^{\prime}=U_{\gamma_{r}}^{\prime} \gamma_{r}\left(U_{\sigma}^{\prime}\right)
$$

which implies $\gamma_{r}\left(U_{\sigma}^{\prime}\right)=U_{\gamma_{r}}^{\prime-1} U_{\sigma}^{\prime} \sigma\left(U_{\gamma_{r}}^{\prime}\right)$. Apply Lemma 3.15 with $V_{1}=$ $U_{\gamma_{r}}^{\prime-1}, V_{2}=\sigma\left(U_{\gamma_{r}}^{\prime}\right)$, then $U_{\sigma}^{\prime} \in \mathrm{GL}_{n}\left(K_{r}\right)$.

The last part follows from the proof of surjectivity.

Theorem 3.17. the map

$$
\eta: H_{\mathrm{cont}}^{1}\left(\Gamma, \mathrm{GL}_{n}\left(K_{\infty}\right)\right) \longrightarrow H_{\mathrm{cont}}^{1}\left(G, \mathrm{GL}_{n}(C)\right)
$$

induced by $G \rightarrow \Gamma$ and $\mathrm{GL}_{n}\left(K_{\infty}\right) \hookrightarrow \mathrm{GL}_{n}(C)$ is a bijection.

### 3.2.2 Study of $C$-representations.

by Proposition 2.6, if $L / K$ is a Galois extension, we know that there is a oneone correspondence between the elements of $H_{\text {cont }}^{1}\left(\operatorname{Gal}(L / K), \mathrm{GL}_{n}(L)\right)$ and the isomorphism classes of $L$-representations of dimension $n$ of $\operatorname{Gal}(L / K)$. Thus we can reformulate the results in the previous subsection in the language of $C$-representations.

Let $W$ be a $C$-representation of $G$ of dimension $n$. Let

$$
\widehat{W}_{\infty}=W^{H}=\{\omega \mid \omega \in W, \sigma(\omega)=\omega \text { for all } \sigma \in H\}
$$

It is a $\widehat{K}_{\infty}$-vector space since $C^{H}=\widehat{K}_{\infty}$. One has:
Theorem 3.18. The natural map

$$
\widehat{W}_{\infty} \otimes_{\widehat{K}_{\infty}} C \longrightarrow W
$$

is an isomorphism.
Proof. This is a reformulation of Proposition 3.11.
Theorem 3.19. There exists $r \in \mathbb{N}$ and a $K_{r}$-representation $W_{r}$ of dimension $n$, such that

$$
W_{r} \otimes_{K_{r}} \widehat{K}_{\infty} \xrightarrow{\sim} \widehat{W}_{\infty}
$$

Proof. This is a reformulation of Proposition 3.16. Let $\left\{e_{1}, \cdots, e_{n}\right\}$ be a basis of $\widehat{W}_{\infty}$, the associated cocycle $\sigma \rightarrow U_{\sigma}$ in $H_{\text {cont }}^{1}\left(\Gamma, \mathrm{GL}_{n}\left(\widehat{K}_{\infty}\right)\right)$ is cohomologous to a cocycle with values in $\mathrm{GL}_{n}\left(K_{r}\right)$ for $r$ sufficiently large. Thus there exists a basis $\left\{e_{1}^{\prime}, \cdots, e_{n}^{\prime}\right\}$ of $\widehat{W}_{\infty}$, such that $W_{r}=K_{r} e_{1}^{\prime} \oplus \cdots \oplus K_{r} e_{n}^{\prime}$ is invariant by $\Gamma_{r}$.

From now on, we identify $W_{r} \otimes_{K_{r}} \widehat{K}_{\infty}$ with $\widehat{W}_{\infty}$ and $W_{r}$ with $W_{r} \otimes 1$ in $\widehat{W}_{\infty}$.
Definition 3.20. We call a vector $\omega \in \widehat{W}_{\infty} K$-finite if its translate by $\Gamma$ generates a $K$-vector space of finite dimension. Let $W_{\infty}$ be the set of all $K$ finite vectors.

By definition, one sees easily that $W_{\infty}$ is a $K_{\infty}$-subspace of $\widehat{W}_{\infty}$ on which $\Gamma$ acts. Moreover, $W_{r}$ is a subset of $W_{\infty}$.

Corollary 3.21. One has $W_{r} \otimes_{K_{r}} K_{\infty}=W_{\infty}$, and hence $W_{\infty} \otimes_{K_{\infty}} \widehat{K}_{\infty} \cong$ $\widehat{W}_{\infty}$.

Proof. Certainly $W_{r} \otimes_{K_{r}} K_{\infty} \subset W_{\infty}$ is a sub $K_{\infty}$-vector space of $W_{\infty}$. On the other hand the dimension of $W_{r} \otimes_{K_{r}} K_{\infty}$ is $n$, and $\operatorname{dim}_{K_{\infty}} W_{\infty} \leq$ $\operatorname{dim}_{\widehat{K}_{\infty}} \widehat{W}_{\infty}=n$.

Remark 3.22. The set $W_{r}$ depends on the choice of basis and is not canonical, but $W_{\infty}$ is canonical.

### 3.2.3 Sen's operator $\phi$.

Given a $C$-representation $W$ of $G$, let $W_{r}, W_{\infty}$ be given as above. By Proposition 3.16, there is a basis $\left\{e_{1}, \cdots, e_{n}\right\}$ of $W_{r}$ (over $K_{r}$ ) which is also a basis of $W_{\infty}$ (over $K_{\infty}$ ) and of $W$ (over $C$ ). We fix this basis. Under this basis, $\rho\left(\gamma_{r}\right)=U_{\gamma_{r}} \in \mathrm{GL}_{n}\left(K_{r}\right)$ satisfies $v\left(U_{\gamma_{r}}-1\right)>c+d$.

We denote by $\log \circ \chi$ the composite map $G \rightarrow \Gamma \cong \mathbb{Z}_{p}$ and its restriction on $\Gamma$. This notation seems strange here, but one sees that the composite map $G \rightarrow \mathbb{Z}_{p} \xrightarrow{\exp } \mathbb{Z}_{p}^{*}$ is nothing but $\chi$, which will be consistent to the axiomatic setup in § 3.4.

Definition 3.23. The operator $\phi$ of Sen associated to the $C$-representation is an endomorphism of $W_{r}$ whose matrix under the basis $\left\{e_{1}, \cdots, e_{n}\right\}$ is given by

$$
\begin{equation*}
\Phi=\frac{\log U_{\gamma_{r}}}{\log \chi\left(\gamma_{r}\right)} \tag{3.8}
\end{equation*}
$$

One extends $\phi$ by linearity to an endomorphism of $W_{\infty}$ and of $W$.
Theorem 3.24. Sen's operator $\phi$ is the unique $K_{\infty}$-linear endomorphism of $W_{\infty}$ such that, for every $\omega \in W_{\infty}$, there is an open subgroup $\Gamma_{\omega}$ of $\Gamma$ satisfying

$$
\begin{equation*}
\sigma(\omega)=[\exp (\phi \log \chi(\sigma))] \omega, \quad \text { for all } \sigma \in \Gamma_{\omega} \tag{3.9}
\end{equation*}
$$

Proof. For $\omega=\lambda_{1} e_{1}+\cdots \lambda_{n} e_{n} \in W_{\infty}$ such that $\lambda_{i} \in K_{\infty}$, then $\lambda_{i}$ is fixed by some $\Gamma_{r_{i}}$ for $r_{i} \in \mathbb{N}$. Let $\Gamma_{\omega}=\Gamma_{r} \cap \Gamma_{r_{1}} \cap \cdots \cap \Gamma_{r_{n}}$. Then for any $\sigma \in \Gamma_{\omega} \subset \Gamma_{r}$, $\sigma=\gamma_{r}^{a}, a \in \mathbb{Z}_{p}$, hence

$$
U_{\sigma}=\left(U_{\gamma_{r}}\right)^{a} \text { and } \log \chi(\sigma)=a \log \chi\left(\gamma_{r}\right)
$$

then

$$
\exp (\Phi \log \chi(\sigma))=\exp \left(a \frac{\log U_{\gamma_{r}}}{\log \chi\left(\gamma_{r}\right)} \log \chi\left(\gamma_{r}\right)\right)=\exp \log U_{\sigma}=U_{\sigma}
$$

Thus

$$
\sigma(\omega)=[\exp (\phi \log \chi(\sigma))] \omega, \quad \text { for all } \sigma \in \Gamma_{\omega} .
$$

To prove uniqueness, if (3.9) holds, let $\sigma \in \Gamma_{r} \cap \Gamma_{e_{1}} \cap \cdots \cap \Gamma_{e_{n}}$, write $\sigma=\gamma_{r}^{a}$. For $\omega \in W_{r}$, on one hand, $\sigma$ acts on $\omega$ is given by $U_{\sigma}$ under the basis $\left\{e_{1}, \cdots, e_{n}\right\}$; on the other hand, it is given by $[\exp (\phi \log \chi(\sigma))](\omega)$, so

$$
U_{\gamma_{r}}^{a}=U_{\sigma}=\exp (\Phi \log \chi(\sigma))
$$

hence

$$
\Phi=\frac{a \log U_{\gamma_{r}}}{\log \chi(\sigma)}=\frac{\log U_{\gamma_{r}}}{\log \chi\left(\gamma_{r}\right)}
$$

We have finished the proof.
We have the following remarks of $\phi$ :
Remark 3.25. (1) By the proof of the theorem, one sees that

$$
\begin{equation*}
\Phi=\frac{\log U_{\sigma}}{\log \chi(\sigma)}, \quad \text { for any } \sigma \in \Gamma_{r} \tag{3.10}
\end{equation*}
$$

thus Sen's operator $\phi$ does not depend on the choice of $\gamma_{r}$.
(2) By (3.9), one has

$$
\begin{equation*}
\phi(\omega)=\frac{1}{\log \chi(\gamma)} \lim _{t \rightarrow 0} \frac{\gamma^{t}(\omega)-\omega}{t}, \quad \text { for } \omega \in W_{\infty} \tag{3.11}
\end{equation*}
$$

Thus $\Gamma$ commutes with $\phi$ on $W_{\infty}$ and $G$ commutes with $\phi$ on $W$.
(3) For $\omega \in W_{\infty}, \phi(\omega)=0$ if and only if the $\Gamma$-orbit of $\omega$ is finite (also equivalent to the stabilizer of $\omega$ is an open subgroup of $\Gamma$ ), as is easily seen from (2).
(4) Let $W^{\prime}$ be another $C$-representation and $\phi^{\prime}$ be the corresponding Sen operator. Then the Sen operator for $W \oplus W^{\prime}$ is $\phi \oplus \phi^{\prime}$ and for $W \otimes_{C} W^{\prime}$ is $\phi \otimes 1+1 \otimes \phi^{\prime}$. If $W^{\prime}$ is a subrepresentation of $W$ then the Sen operator $\phi^{\prime}$ is the restriction of $\phi$ to $W^{\prime}$. These could be seen from definition or by (2).
(5) The Sen operator of the representation $\operatorname{Hom}_{C}\left(W, W^{\prime}\right)$ is given by $f \mapsto$ $f \circ \phi-\phi^{\prime} \circ f$ for $f \in \operatorname{Hom}_{C}\left(W, W^{\prime}\right)$. To see this, use the Taylor expansion at $t=0$ :

$$
\begin{aligned}
\gamma^{t} f\left(\gamma^{-t} \omega\right)-f(w) & =(1+t \log \gamma) f((1-t \log \gamma) \omega)+O\left(t^{2}\right) f(\omega)-f(\omega) \\
& =t(\log \gamma) f(\omega)-t f((\log \gamma) \omega)+O\left(t^{2}\right) f(\omega)
\end{aligned}
$$

now use (2) to conclude.
Example 3.26. Suppose $W$ is of dimension 1 and there is $e \neq 0$ in $W$ such that $\sigma(e)=\chi(\sigma)^{i}$ for all $\sigma \in G(W$ is called of Hodge-Tate type of dimension 1 and weight $i$ in $\S$ 5.1). Then $e \in W_{\infty}$, and $\gamma^{t}(e)=\chi(\gamma)^{i t} e$, from which we have $\left(\gamma^{t}(e)-e\right) / t \rightarrow \log \chi(\gamma)$ ie. Therefore the operator $\phi$ is just multiplication by $i$. This example also shows that $K$-finite element can has infinite $\gamma$-orbit.

Now we study more properties about $\phi$.
Proposition 3.27. There exists a basis of $W_{\infty}$ with respect to which the matrix of $\phi$ has coefficients in $K$.

Proof. For any $\sigma \in \Gamma$, we know $\sigma \phi=\phi \sigma$ in $W_{\infty}$, thus $U_{\sigma} \sigma(\Phi)=\Phi U_{\sigma}$ and hence $\Phi$ and $\sigma(\Phi)$ are similar to each other. Thus all invariant factors of $\Phi$ are inside $K$. By linear algebra, $\Phi$ is similar to a matrix with coefficients in $K$ and we have the proposition.

Theorem 3.28. The kernel of $\phi$ is the $C$-subspace of $W$ generated by the elements invariant under $G$, i.e. $W^{G} \otimes_{K} C=\operatorname{Ker} \phi$.

Proof. Obviously every elements invariant under $G$ is killed by $\phi$. Now Let $X$ be the kernel of $\phi$. It remains to show that $X$ is generated by elements fixed by $G$. Since $\phi$ and $G$ commute, $X$ is stable under $G$, so we can talk about $X_{\infty}$. Since $X_{\infty} \otimes_{K_{\infty}} C=X$ and $\phi$ is extended to $X$ by linearity, it is enough to find a $K_{\infty}$-basis $\left\{e_{1}, \cdots, e_{n}\right\}$ of $X_{\infty}$ such that $e_{i}^{\prime} s$ are fixed by $\Gamma$. If $\omega \in X_{\infty}$, then $\Gamma$-orbit of $\omega$ is finite (by Remark 3.25 (2)). The action of $\Gamma$ on $X_{\infty}$ is therefore continuous for the discrete topology of $X_{\infty}$. So by Hilbert's theorem 90 , there exists a basis of $\left\{e_{1}, \cdots, e_{n}\right\}$ of $X_{\infty}$ fixed by $\Gamma$.

Theorem 3.29. Let $W^{1}$ and $W^{2}$ be two $C$-representations, and $\phi^{1}$ and $\phi^{2}$ be the corresponding operators. For $W^{1}$ and $W^{2}$ to be isomorphic it is necessary and sufficient that $\phi^{1}$ and $\phi^{2}$ should be similar.

Proof. Let $W=\operatorname{Hom}_{C}\left(W^{1}, W^{2}\right)$ with the usual action of $G$ and $\phi$ be its Sen operator. $W^{1}$ and $W^{2}$ are isomorphic means that there is an $C$-vector space isomorphism $F: W^{1} \rightarrow W^{2}$ such that

$$
\sigma \circ F=F \circ \sigma
$$

for all $\sigma \in G$, so $F \in W^{G}$. $\phi^{1}$ and $\phi^{2}$ are similar means there is an isomorphism $f$ such that

$$
\phi^{2} \circ f=f \circ \phi^{1}
$$

that is $f \in \operatorname{Ker} \phi$. By Theorem 3.28, $W^{G} \otimes_{K} C=\operatorname{Ker} \phi$, we see that the necessity is obvious. For sufficiency, it amounts to that given an isomorphism $f \in W^{G} \otimes_{K} C$, we have to find an isomorphism $F \in W^{G}$.

Choose a $K$-basis $\left\{f_{1}, \cdots, f_{m}\right\}$ of $W^{G}$. The existence of the isomorphism $f$ shows that there are scalars $c_{1}, \cdots, c_{m} \in C$ such that:

$$
\operatorname{det}\left(c_{1} \bar{f}_{1}+\cdots+c_{m} \bar{f}_{m}\right) \neq 0
$$

Here $\bar{f}_{i}$ is the matrix of $f_{i}$ with respect to some fixed basis of $W^{1}$ and $W^{2}$. In particular the polynomial $\operatorname{det}\left(t_{1} \bar{f}_{1}+\cdots+t_{m} \bar{f}_{m}\right)$ in the indeterminates $t_{1}, \cdots, t_{m}$ cannot be identically zero. Since the field $K$ is infinite, there exist elements $\lambda_{i} \in K$ with

$$
\operatorname{det}\left(\lambda_{1} \bar{f}_{1}+\cdots+\lambda_{m} \bar{f}_{m}\right) \neq 0
$$

The homomorphism $F=\lambda_{1} f_{1}+\cdots+\lambda_{m} f_{m}$ then has the required property.

### 3.3 Sen's operator $\phi$ and the Lie algebra of $\rho(G)$.

### 3.3.1 Main Theorem.

Given a $\mathbb{Q}_{p}$-representation $V$, let $\rho: G_{K} \rightarrow$ Aut $_{\mathbb{Q}_{p}} V$ be the corresponding homomorphism. Let $W=V \otimes_{\mathbb{Q}_{p}} C$. Then some connection of the Lie group $\rho(G)$ and the operator $\phi$ of $W$ is expected. When the residue field $k$ of $K$ is algebraically closed, the connection is given by the following theorem of Sen:

Theorem 3.30. The Lie algebra $\mathfrak{g}$ of $\rho(G)$ is the smallest of the $\mathbb{Q}_{p}$-subspaces $S$ of $\operatorname{End}_{\mathbb{Q}_{p}} V$ such that $\phi \in S \otimes_{\mathbb{Q}_{p}} C$.

Proof. Suppose $\operatorname{dim}_{\mathbb{Q}_{p}} V=d$. Choose a $\mathbb{Q}_{p}$-basis $\left\{e_{1}, \cdots, e_{d}\right\}$ of $V$ and let $U_{\sigma}$ be the matrix of $\rho(\sigma)$ with respect to the $e_{i}$ 's. Let $\left\{e_{1}^{\prime}, \cdots, e_{d}^{\prime}\right\}$ be a basis of $W_{\infty}$ (where $W=V \otimes_{Q_{p}} C$ ) such that the $K$-subspace generated by the $e_{i}^{\prime}$ 's is stable under an open subgroup $\Gamma_{m}$ of $\Gamma$ (by Proposition 3.27, such a basis exists). If $U^{\prime}$ is the cocycle corresponding to the $e_{i}^{\prime}$ 's, it follows that $U_{\sigma}^{\prime} \in \mathrm{GL}_{d}(K)$ for $\sigma \in \Gamma_{m}$. Let $M$ be the matrix transforming the $e_{i}$ 's into the $e_{i}^{\prime}$ 's, one then has $M^{-1} U_{\sigma} \sigma(M)=U_{\sigma}^{\prime}$ for all $\sigma \in G$.

Let $\Phi$ be the matrix of $\phi$ with respect to the $e_{i}^{\prime}$ s. Put $A=M^{-1} \Phi M$, so that $A$ is the matrix of $\phi$ with respect to the $e_{i}$ 's. For $\sigma$ close to 1 in $\Gamma$ one knows that $U_{\sigma}^{\prime}=\exp (\Phi \log \chi(\sigma))$, and our assumptions imply that $\Phi$ has coefficients in $K$.

By duality the Theorem is nothing but the assertion that a $\mathbb{Q}_{p}$-linear form $f$ vanishes on $\mathfrak{g} \Longleftrightarrow$ the $C$-extension of $f$ vanishes on $\phi$. By the local homeomorphism between a Lie group and its Lie algebra, $\mathfrak{g}$ is the $\mathbb{Q}_{p}$-subspace of $\operatorname{End}_{\mathbb{Q}_{p}} V$ generated by the logarithms of the elements in any small enough neighborhood of 1 in $G$, for example the one given by $U_{\sigma} \equiv 1\left(\bmod p^{m}\right)$ for $m \geqq 2$. Thus it suffices to prove, for any $m \geqq 2$ :

Claim: $f(A)=0 \Longleftrightarrow f\left(\log U_{\sigma}\right)=0 \quad$ for all $U_{\sigma} \equiv 1\left(\bmod p^{m}\right)$.
Let

$$
\begin{equation*}
G_{n}=\left\{\sigma \in G \mid U_{\sigma} \equiv I \text { and } \Phi \log \chi(\sigma) \equiv 0\left(\bmod p^{n}\right)\right\}, n \geq 2 \tag{3.12}
\end{equation*}
$$

Let

$$
\begin{equation*}
G_{\infty}=\bigcap_{n=2}^{\infty} G_{n}=\left\{\sigma \in G \mid U_{\sigma}=I \text { and } \chi(\sigma)=1\right\} \tag{3.13}
\end{equation*}
$$

Let $\stackrel{\vee}{G}=G_{1} / G_{\infty}$ and $\stackrel{\vee}{G}$ m $=G_{m} / G_{\infty}$ for $m \geqq 2$. Then $\stackrel{\vee}{G}$ is a $p$-adic Lie group and $\left\{\stackrel{\vee}{G}{ }_{m}\right\}$ is a Lie filtration of it. Let $L$ be the fixed field of $G_{\infty}$ in $\bar{K}$, by Proposition 3.8, the fixed field of $G_{\infty}$ in $C$ is $\widehat{L}$, the completion of $L$. It is clear that for $\sigma \in G_{\infty}$ we have $M^{-1} \sigma(M)=I$, it follows that $M$ has coefficients in $\widehat{L}$, hence $A$ also. From now on we work within $\widehat{L}$, and $\sigma$ will be a (variable) element of $\stackrel{\vee}{G}$.

Assume $n_{0}$ is an integer large enough such that $n>n_{0}$ implies the formula

$$
\begin{equation*}
U_{\sigma}^{\prime}=\exp (\Phi \log \chi(\sigma)) \quad \text { for all } \sigma \in \stackrel{\vee}{G}_{n} \tag{3.14}
\end{equation*}
$$

The statement of our theorem is unchanged if we multiply $M$ by a power of $p$. We may therefore suppose that $M$ has integral coefficients. After multiplying $f$ by a power of $p$ we may assume that $f$ is "integral", i.e., takes integral values on integral matrices.

For $n>n_{0}, U_{\sigma}^{\prime} \equiv I \bmod p^{n}$, the equation

$$
\begin{equation*}
M U_{\sigma}=U_{\sigma}^{\prime} \sigma(M) \tag{3.15}
\end{equation*}
$$

shows then that $\sigma(M) \equiv M\left(\bmod p^{n}\right)$ for $\sigma \in \stackrel{\vee}{G}_{n}$. By Ax-Sen's lemma (Proposition 3.3) it follows that for each $n$ there is a matrix $M_{n}$ such that

$$
\begin{equation*}
M_{n} \equiv M\left(\bmod p^{n-1}\right), \text { and } \sigma\left(M_{n}\right)=M_{n} \text { for } \sigma \in \stackrel{\vee}{G}_{n} \tag{3.16}
\end{equation*}
$$

Now suppose $\sigma \in \stackrel{\vee}{G_{n}}$, with $n \geqq 2$. We then have

$$
U_{\sigma} \equiv I+\log U_{\sigma}, \text { and } U_{\sigma}^{\prime} \equiv I+\log U_{\sigma}^{\prime}=I+\log \chi(\sigma) \cdot \Phi \quad\left(\bmod p^{2 n}\right)
$$

Substituting these congruences in (3.15) we get

$$
M+M \log U_{\sigma} \equiv \sigma(M)+\log \chi(\sigma) \cdot \Phi \sigma(M)\left(\bmod p^{2 n}\right)
$$

Since $\log U_{\sigma}$ and $\log \chi(\sigma)$ are divisible by $p^{n}$ we have by (3.16):

$$
\begin{equation*}
M+M_{n} \log U_{\sigma} \equiv \sigma(M)+\log \chi(\sigma) \cdot \Phi M_{n}\left(\bmod p^{2 n-1}\right) \tag{3.17}
\end{equation*}
$$

Let $r_{1}$ and $r_{2}$ be integers such that $p^{r_{1}-1} M^{-1}$ and $p^{r_{2}} \Phi$ have integral coefficients. Let $n>r:=2 r_{1}+r_{2}-1$. Then $M_{n}$ is invertible and $p^{r_{1}-1} M_{n}^{-1}$ is integral. Multiplying (3.17) on the left by $p^{r_{1}-1} M_{n}^{-1}$ and dividing by $p^{r_{1}-1}$ we get

$$
\begin{equation*}
C_{n}+\log U_{\sigma} \equiv \sigma\left(C_{n}\right)+\log \chi(\sigma) \cdot M_{n}^{-1} \Phi M_{n} \quad\left(\bmod p^{2 n-r_{1}}\right) \tag{3.18}
\end{equation*}
$$

where $C_{n}=M_{n}^{-1} M \equiv I\left(\bmod p^{n-r_{1}}\right)$. Write $A_{n}=M_{n}^{-1} \Phi M_{n}$, it is fixed by $\stackrel{\vee}{G}_{n}$ and

$$
A_{n}-A=\frac{M-M_{n}}{M_{n}^{-1} M^{-1}} \Phi M_{n}+M^{-1} \Phi\left(M_{n}-M\right) \equiv 0 \bmod p^{n-r}
$$

We get

$$
\log \chi(\sigma) A_{n} \equiv \log \chi(\sigma) A\left(\bmod p^{2 n-r}\right)
$$

Then we have

$$
(\sigma-1) C_{n} \equiv \log U_{\sigma}-\log \chi(\sigma) \cdot A_{n}\left(\bmod p^{2 n-r_{1}}\right)
$$

Applying $f$ to the above equation, note that $f$ is an extension of some linear form on $M_{d}\left(\mathbb{Q}_{p}\right)$, we get

$$
(\sigma-1) f\left(C_{n}\right) \equiv f\left(\log U_{\sigma}\right)-\log \chi(\sigma) \cdot f\left(A_{n}\right)\left(\bmod p^{2 n-r_{1}}\right)
$$

and hence

$$
\begin{equation*}
(\sigma-1) f\left(C_{n}\right) \equiv f\left(\log U_{\sigma}\right)-\log \chi(\sigma) \cdot f(A)\left(\bmod p^{2 n-r}\right) \tag{3.19}
\end{equation*}
$$

We need the following important lemma, whose proof will be given in next section.
Lemma 3.31. Let $G=\operatorname{Gal}(L / K)$ be a p-adic Lie group, $\{G(n)\}$ be a padic Lie filtration on it. Suppose for some $n$ there is a continuous function $\lambda: G(n) \rightarrow \mathbb{Q}_{p}$ and an element $x$ in the completion of $L$ such that

$$
\lambda(\sigma) \equiv(\sigma-1) x\left(\bmod p^{m}\right), \text { for all } \sigma \in G(n)
$$

and some $m \in \mathbb{Z}$. Then

$$
\lambda(\sigma) \equiv 0\left(\bmod p^{m-c-1}\right), \text { for all } \sigma \in G(n)
$$

Suppose $f(A)=0$. By (3.19) and Lemma 3.31, we conclude that $f\left(\log U_{\sigma}\right) \equiv$ $0\left(\bmod p^{2 n-r-c-1}\right)$ for any $\sigma \in \stackrel{\vee}{G}_{n}$, where $c$ is the constant of the lemma (which depends only on $\stackrel{\vee}{G}$ ). Since $\sigma^{p^{n-2}} \in \stackrel{\vee}{G}$ n and $\log U_{\sigma^{p^{n-2}}}=p^{n-2} \log U_{\sigma}$ for any $\sigma \in \stackrel{\vee}{G}$. We conclude that $f\left(\log U_{\sigma}\right) \equiv 0\left(\bmod p^{n-r-c+1}\right)$ for all $\sigma \in \stackrel{\vee}{G}$, hence $f\left(\log U_{\sigma}\right)=0$ as desired, since $n$ was arbitrary.

Suppose $f\left(\log U_{\sigma}\right)=0$ for all $\sigma \in \stackrel{\vee}{G}$ : We wish to show $f(A)=0$. Suppose not, then $f\left(A_{n}\right) \neq 0$ and has constant ordinal for large $n$, dividing (3.19) by $f(A)$ and using Lemma 3.31, we obtain

$$
\log \chi(\sigma) \equiv 0\left(\bmod p^{2 n-r-c-1-s}\right)
$$

for large $n$ and all $\sigma \in \stackrel{\vee}{G}_{n}$, where $s$ is a constant with $p^{s} f(A)^{-1}$ integral. Analogous argument as above shows that $\log \chi(\sigma)=0$ for all $\sigma \in \stackrel{\vee}{G}$. This is a contradiction since, as is well known, $\chi$ is a non-trivial representation with infinite image. This concludes the proof of the main theorem.

Corollary 3.32. $\phi=0$ if and only if $\rho(G)$ is finite.
Proof. By the theorem $\phi=0 \Leftrightarrow \mathfrak{g}=0$. So we only need to show $\mathfrak{g}=0 \Leftrightarrow \rho(G)$ is finite.

The sufficiency is obvious. For the necessity, we have $\mathfrak{g}=0$ implies that $\rho(G)$ has a trivial open subgroup which in turn implies that $\rho(G)$ is finite.

Remark 3.33. In general if $k$ is not algebraically closed, one just needs to replace $G$ by the inertia subgroup and $K$ by the completion of $K^{\text {ur }}$, then the above theorem and corollary still hold.

### 3.3.2 Application of Sen's filtration Theorem.

We assume $k$ is algebraically closed.
Lemma 3.34. Let $L / K$ be finite cyclic of p-power degree with Galois group $A=\operatorname{Gal}(L / K)$. Suppose $v_{A}>e_{A}(r+1 /(p-1))$ for some integer $r \geq 0$. Then $p^{r}$ divides the different $\mathfrak{D}_{L / K}$.

Proof. Let $p^{n}=[L: K]$, and for $0 \leq i \leq n$, let $A_{(i)}$ be the subgroup of order $p^{i}$ in $A$, so $A=A_{(n)} \supset A_{(n-1)} \supset \cdots \supset A_{(1)} \supset A_{(0)}=1$. Let $v_{i}=v_{A / A_{(i)}}$. From Corollary A.80, we get by induction on $j$ :

$$
v_{j}=v_{A}-j e_{A}>\left(r-j+\frac{1}{p-1}\right) e_{A}, \quad \text { for } 0 \leq j \leq r
$$

By Herbrand's theorem, we have

$$
A^{v}=A_{(j)}, \text { for } v_{j}<v \leq v_{j-1}, 1 \leq j \leq r
$$

Then

$$
\begin{aligned}
v_{p}\left(\mathfrak{D}_{L / K}\right) & =\frac{1}{e_{A}} \int_{-1}^{\infty}\left(1-\left|G^{v}\right|^{-1}\right) d v \\
& \geq \frac{1}{e_{A}}\left(\int_{-1}^{v_{r}}\left(1-\left|G^{v}\right|^{-1}\right) d v+\sum_{j=1}^{r}\left(1-\frac{1}{p^{j}}\right) e_{A}\right) \\
& \geq \frac{1}{e_{A}}\left(\left(1-p^{-n}\right) \frac{1}{p-1} e_{A}+r e_{A}-e_{A} \cdot \sum_{j=1}^{r} \frac{1}{p^{j}}\right) \\
& \geq r .
\end{aligned}
$$

Hence $p^{r}$ divides the different $\mathfrak{D}_{L / K}$.
Proposition 3.35. Suppose $G=\operatorname{Gal}(L / K)$ is a p-adic Lie group and that $\{G(n)\}$ is the Lie filtration of $G$. Let $K_{n}$ be the fixed field of $G(n)$. Then there is a constant $c$ independent of $n$ such that for every finite cyclic extension $E / K_{n}$ such that $E \subset L$, the different $\mathfrak{D}_{E / K_{n}}$ is divisible by $p^{-c}\left[K: K_{n}\right]$.

Proof. Put $u_{n}=u_{G / G(n)}, v_{n}=v_{G / G(n)}$, and $e_{n}=e_{G(n)}=(G: G(n)) e$. From Proposition A.84, we know that there exists a constant $a$ such that

$$
v_{n}=a+n e \quad \text { for } n \text { large. }
$$

By the filtration theorem (Theorem A.85), we can find an integer $b$ large enough such that

$$
G^{a+n e} \supset G(n+b)
$$

for $n$ large.

Let $E / K_{n}$ be cyclic of degree $p^{s}$ and $n$ large. Let $\operatorname{Gal}\left(E / K_{n}\right)=G(n) / H=$ A. We have $G(n+s-1)=G(n)^{p^{s-1}} \nsubseteq H$ because $A^{p^{s-1}} \neq 1$. Thus, if $G(n)^{y} \supset G(n+s-1)$, then $u_{A} \geq y$, because $A^{y}=G(n)^{y} H / H \neq 1$.

By Proposition A.83, we have, for $t>0$, with the above choice of $a$ and $b$ :

$$
G(n)^{u_{n}+t e_{n}}=G^{v_{n}+t e}=G^{a+(n+t) e} \supset G(n+t+b) .
$$

If $s>b+1$, put $t=s-b-1$, then we get $v_{A} \geq y$ as above, with

$$
y=u_{n}+(s-b-1) e_{n}>(s-b-3+1 /(p-1)) e_{n}
$$

So if $s \geq b+3$, then $p^{s-b-3}=p^{-(b+3)}\left[E: K_{n}\right]$ divides $\mathfrak{D}_{E / K_{n}}$ by Lemma 3.34. The same is trivially true if $s<b+3$. Thus one could take $c=b+3$ for large $n$, say $n \geq n_{1}$, and $c=n_{1}+b+3$ would then work for all $n$.

Corollary 3.36. $\operatorname{Tr}_{E / K_{n}}\left(\mathcal{O}_{E}\right) \subset p^{-c}\left[K: K_{n}\right] \mathcal{O}_{K_{n}}$.
Proof. Let $\left[K: K_{n}\right]=p^{s}$. The proposition states that $\mathfrak{D}_{E / K_{n}} \subset p^{s-c} \mathcal{O}_{E}$, hence $\mathcal{O}_{E} \subset p^{s-c} \mathfrak{D}_{E / K_{n}}^{-1}$. On taking the trace the corollary follows.

We now come to the proof of Lemma 3.31:
Proof (Proof of Lemma 3.31). Multiplying $\lambda$ and $x$ by $p^{-m}$ we may assume $m=0$. Let $\bar{\lambda}: G(n) \rightarrow \mathbb{Q}_{p} / \mathbb{Z}_{p}$ be the function $\bar{\lambda}(\sigma)=\lambda(\sigma)+\mathbb{Z}_{p}$. Following $\bar{\lambda}$ by the inclusion $\mathbb{Q}_{p} / \mathbb{Z}_{p} \hookrightarrow L / \mathcal{O}_{L}$, we see that $\bar{\lambda}$ is a 1-coboundary, hence a 1-cocycle, and thus a homomorphism, because $G(n)$ acts trivially on $\mathbb{Q}_{p} / \mathbb{Z}_{p}$.

Let $H=\operatorname{Ker} \bar{\lambda}$ and $E$ be the fixed field of $H$. For $\sigma \in H$ we have ( $\sigma-$ 1) $x \in \widehat{\mathcal{O}}_{L}$, by Ax-Sen's Lemma, there exists an element $y \in E$ such that $y \equiv x\left(\bmod p^{-1}\right)$. Then

$$
\lambda(\sigma) \equiv(\sigma-1) x \equiv(\sigma-1) y \quad\left(\bmod p^{-1}\right), \text { for } \sigma \in G(n)
$$

Select $\sigma_{0} \in G_{n}$, such that $\sigma_{0} H$ generates $G(n) / H$. Let

$$
\lambda\left(\sigma_{0}\right)=\left(\sigma_{0}-1\right) y+p^{-1} z
$$

Then $z \in \mathcal{O}_{E}$. Taking the trace from $E$ to $K_{n}$, we find, using the Corollary 3.36 , that

$$
\left[E: K_{n}\right] \lambda\left(\sigma_{0}\right) \in p^{-c-1}\left[E: K_{n}\right] \mathcal{O}_{K_{n}},
$$

i.e. $\lambda\left(\sigma_{0}\right) \equiv 0\left(\bmod p^{-c-1}\right)$ and hence $\lambda(\sigma) \equiv 0\left(\bmod p^{-c-1}\right)$ for all $\sigma \in G(n)$, as was to be shown.

### 3.4 Sen's method.

The method of Sen to classify $C$-representations in $\S 3.2$ actually can be generalized to an axiomatic set-up, as proposed by Colmez.

### 3.4.1 Tate-Sen's conditions (TS1), (TS2) and (TS3).

Let $G_{0}$ be a profinite group and $\chi: G_{0} \rightarrow \mathbb{Z}_{p}^{*}$ be a continuous group homomorphism with open image. Set $v(g)=v_{p}(\log \chi(g))$ and $H_{0}=\operatorname{Ker} \chi$.

Suppose $\tilde{\Lambda}$ is a $\mathbb{Z}_{p}$-algebra and

$$
v: \tilde{\Lambda} \longrightarrow \mathbb{R} \cup\{+\infty\}
$$

satisfies the following conditions:
(i) $v(x)=+\infty$ if and only if $x=0$;
(ii) $v(x y) \geq v(x)+v(y)$;
(iii) $v(x+y) \geq \inf (v(x), v(y))$;
(iv) $v(p)>0, v(p x)=v(p)+v(x)$.

Assume $\tilde{\Lambda}$ is complete for $v$, and $G_{0}$ acts continuously on $\tilde{\Lambda}$ such that $v(g(x))=$ $v(x)$ for all $g \in G_{0}$ and $x \in \tilde{\Lambda}$.

Definition 3.37. The Tate-Sen's conditions for the quadruple $\left(G_{0}, \chi, \tilde{\Lambda}, v\right)$ are the following three conditions TS1-TS3.
(TS1). For all $C_{1}>0$, for all $H_{1} \subset H_{2} \subset H_{0}$ open subgroups, there exists an $\alpha \in \tilde{\Lambda}^{H_{1}}$ with

$$
\begin{equation*}
v(\alpha)>-C_{1} \text { and } \sum_{\tau \in H_{2} / H_{1}} \tau(\alpha)=1 \tag{3.20}
\end{equation*}
$$

(In Faltings' terminology, $\tilde{\Lambda} / \tilde{\Lambda}^{H_{0}}$ is called almost étale.)
(TS2). Tate's normalized trace maps: there exists $C_{2}>0$ such that for all open subgroups $H \subset H_{0}$, there exist $n(H) \in \mathbb{N}$ and $\left(\Lambda_{H, n}\right)_{n \geq n(H)}$, an increasing sequence of sub $\mathbb{Z}_{p}$-algebras of $\tilde{\Lambda}^{H}$ and maps

$$
R_{H, n}: \tilde{\Lambda}^{H} \longrightarrow \Lambda_{H, n}
$$

satisfying the following conditions:
(a) if $H_{1} \subset H_{2}$, then we can find $\Lambda_{H_{2}, n}=\left(\Lambda_{H_{1}, n}\right)^{H_{2}}$, and $R_{H_{1}, n}=R_{H_{2}, n}$ on $\tilde{\Lambda}^{H_{2}}$;
(b) for all $g \in G_{0}$, we can find $\Lambda_{g H^{-1} g, n}$ and $R_{g H^{-1} g, n}$ such that

$$
g\left(\Lambda_{H, n}\right)=\Lambda_{g H g^{-1}, n} \quad g \circ R_{H, n}=R_{g H g^{-1}, n} \circ g
$$

(c) $R_{H, n}$ is $\Lambda_{H, n}$-linear and is equal to Id on $\Lambda_{H, n}$;
(d) $v\left(R_{H, n}(x)\right) \geq v(x)-C_{2}$ if $n \geq n(H)$ and $x \in \tilde{\Lambda}^{H}$;
(e) $\lim _{n \rightarrow+\infty} R_{H, n}(x)=x$.
(TS3). There exists $C_{3}$, such that for all open subgroups $G \subset G_{0}, H=G \cap H_{0}$, there exists $n(G) \geq n(H)$ such that if $n \geq n(G), \gamma \in G / H$ and $v(\gamma)=$ $v_{p}(\log \chi(\gamma)) \leq n$, then $\gamma-1$ is invertible on $X_{H, n}=\left(R_{H, n}-1\right) \tilde{\Lambda}$ and

$$
\begin{equation*}
v\left((\gamma-1)^{-1} x\right) \geq v(x)-C_{3} \tag{3.21}
\end{equation*}
$$

for $x \in X_{H, n}$.
Remark 3.38. $R_{H, n} \circ R_{H, n}=R_{H, n}$, so $\tilde{\Lambda}^{H}=\Lambda_{H, n} \oplus X_{H, n}$.
Example 3.39. In $\S 3.2$, we are in the case $\tilde{\Lambda}=C, G_{0}=G_{K}, v=v_{p}, \chi$ being the character $G_{0} \rightarrow \Gamma \xrightarrow{\exp } \mathbb{Z}_{p}^{*}$.

In this case we have $H_{0}=\operatorname{Gal}\left(\bar{K} / K_{\infty}\right)$. For any open subgroup $H$ of $H_{0}$, let $L_{\infty}=\bar{K}^{H}$, then $L_{\infty}=L K_{\infty}$ for $L$ disjoint from $K_{\infty}$ over $K_{n}$ for $n \gg 0$. Let $\Lambda_{H, n}=L_{n}=L K_{n}$ and $R_{H, n}$ be Tate's normalized trace map. Then all the axioms (TS1), (TS2) and (TS3) are satisfied from results in § A.4.2.

### 3.4.2 Almost étale descent

Lemma 3.40. If $\tilde{\Lambda}$ satisfies (TS1), $a>0$, and $\sigma \mapsto U_{\sigma}$ is a 1-cocycle on $H$, an open subgroup of $H_{0}$, and

$$
v\left(U_{\sigma}-1\right) \geq a \text { for any } \sigma \in H
$$

then there exists $M \in \mathrm{GL}_{d}(\tilde{\Lambda})$ such that

$$
v(M-1) \geq \frac{a}{2}, \quad v\left(M^{-1} U_{\sigma} \sigma(M)-1\right) \geq a+1
$$

Proof. The proof is parallel to Lemma 3.9, approximating Hilbert's Theorem 90.

Fix $H_{1} \subset H$ open and normal such that $v\left(U_{\sigma}-1\right) \geq a+1+a / 2$ for $\sigma \in H_{1}$, which is possible by continuity. Because $\tilde{\Lambda}$ satisfies (TS1), we can find $\alpha \in \tilde{\Lambda}^{H_{1}}$ such that

$$
v(\alpha) \geq-a / 2, \quad \sum_{\tau \in H / H_{1}} \tau(\alpha)=1
$$

Let $S \subset H$ be a set of representatives of $H / H_{1}$, denote $M_{S}=\sum_{\sigma \in S} \sigma(\alpha) U_{\sigma}$, we have $M_{S}-1=\sum_{\sigma \in S} \sigma(\alpha)\left(U_{\sigma}-1\right)$, this implies $v\left(M_{S}-1\right) \geq a / 2$ and moreover

$$
M_{S}^{-1}=\sum_{n=0}^{+\infty}\left(1-M_{S}\right)^{n}
$$

so we have $v\left(M_{S}^{-1}\right) \geq 0$ and $M_{S} \in \mathrm{GL}_{d}(\tilde{\Lambda})$.
If $\tau \in H_{1}$, then $U_{\sigma \tau}-U_{\sigma}=U_{\sigma}\left(\sigma\left(U_{\tau}\right)-1\right)$. Let $S^{\prime} \subset H$ be another set of representatives of $H / H_{1}$, so for any $\sigma^{\prime} \in S^{\prime}$, there exists $\tau \in H_{1}$ and $\sigma \in S$ such that $\sigma^{\prime}=\sigma \tau$, so we get

$$
M_{S}-M_{S^{\prime}}=\sum_{\sigma \in S} \sigma(\alpha)\left(U_{\sigma}-U_{\sigma \tau}\right)=\sum_{\sigma \in S} \sigma(\alpha) U_{\sigma}\left(1-\sigma\left(U_{\tau}\right)\right)
$$

thus

$$
v\left(M_{S}-M_{S^{\prime}}\right) \geq a+1+a / 2-a / 2=a+1
$$

For any $\tau \in H$,

$$
U_{\tau} \tau\left(M_{S}\right)=\sum_{\sigma \in S} \tau \sigma(\alpha) U_{\tau} \tau\left(U_{\sigma}\right)=M_{\tau S}
$$

Then

$$
M_{S}^{-1} U_{\tau} \tau\left(M_{S}\right)=1+M_{S}^{-1}\left(M_{\tau S}-M_{S}\right)
$$

with $v\left(M_{S}^{-1}\left(M_{\tau S}-M_{S}\right)\right) \geq a+1$. Take $M=M_{S}$ for any $S$, we get the result.

Corollary 3.41. Under the same hypotheses as the above lemma, there exists $M \in \mathrm{GL}_{d}(\tilde{\Lambda})$ such that

$$
v(M-1) \geq a / 2, M^{-1} U_{\sigma} \sigma(M)=1, \forall \sigma \in H
$$

Proof. Repeat the lemma $(a \mapsto a+1 \mapsto a+2 \mapsto \cdots)$, and take the limits.

### 3.4.3 Undo the completion

Lemma 3.42. Assume given $\delta>0, b \geq 2 C_{2}+2 C_{3}+\delta$, and $H \subset H_{0}$ is open. Suppose $n \geq n(H), \gamma \in G / H$ with $n(\gamma) \leq n, U=1+U_{1}+U_{2}$ with

$$
\begin{aligned}
& U_{1} \in \mathrm{M}_{d}\left(\Lambda_{H, n}\right), v\left(U_{1}\right) \geq b-C_{2}-C_{3} \\
& U_{2} \in \mathrm{M}_{d}\left(\widetilde{\Lambda}^{H}\right), v\left(U_{2}\right) \geq b^{\prime} \geq b
\end{aligned}
$$

Then, there exists $M \in \mathrm{GL}_{d}\left(\widetilde{\Lambda}^{H}\right), v(M-1) \geq b-C_{2}-C_{3}$ such that

$$
M^{-1} U \gamma(M)=1+V_{1}+V_{2}
$$

with

$$
\begin{aligned}
& \left.V_{1} \in \mathrm{M}_{d}\left(\Lambda_{H, n}\right), v\left(V_{1}\right) \geq b-C_{2}-C_{3}\right) \\
& V_{2} \in \mathrm{M}_{d}\left(\widetilde{\Lambda}^{H}\right), v\left(V_{2}\right) \geq b+\delta
\end{aligned}
$$

Proof. Using (TS2) and (TS3), one gets $U_{2}=R_{H, n}\left(U_{2}\right)+(1-\gamma) V$, with

$$
v\left(R_{H, n}\left(U_{2}\right)\right) \geq v\left(U_{2}\right)-C_{2}, \quad v(V) \geq v\left(U_{2}\right)-C_{2}-C_{3}
$$

Thus,

$$
\begin{aligned}
(1+V)^{-1} U \gamma(1+V) & =\left(1-V+V^{2}-\cdots\right)\left(1+U_{1}+U_{2}\right)(1+\gamma(V)) \\
& =1+U_{1}+(\gamma-1) V+U_{2}+(\text { terms of degree } \geq 2)
\end{aligned}
$$

Let $V_{1}=U_{1}+R_{H, n}\left(U_{2}\right) \in \mathrm{M}_{d}\left(\Lambda_{H, n}\right)$ and $W$ be the terms of degree $\geq 2$. Thus $v(W) \geq b+b^{\prime}-2 C_{2}-2 C_{3} \geq b^{\prime}+\delta$. So we can take $M=1+V, V_{2}=W$.

Corollary 3.43. Keep the same hypotheses as in Lemma 3.42. Then there exists $M \in \mathrm{GL}_{d}\left(\widetilde{\Lambda}^{H}\right), v(M-1) \geq b-C_{2}-C_{3}$ such that $M^{-1} U \gamma(M) \in$ $\mathrm{GL}_{d}\left(\Lambda_{H, n}\right)$.

Proof. Repeat the lemma ( $b \mapsto b+\delta \mapsto b+2 \delta \mapsto \cdots$ ), and take the limit.
Lemma 3.44. Suppose $H \subset H_{0}$ is an open subgroup, $i \geq n(H), \gamma \in G / H$, $n(\gamma) \geq i$ and $B \in \mathrm{GL}_{d}\left(\widetilde{\Lambda}^{H}\right)$. If there exist $V_{1}, V_{2} \in \mathrm{GL}_{d}\left(\Lambda_{H, i}\right)$ such that

$$
v\left(V_{1}-1\right)>C_{3}, \quad v\left(V_{2}-1\right)>C_{3}, \quad \gamma(B)=V_{1} B V_{2},
$$

then $B \in \operatorname{GL}_{d}\left(\Lambda_{H, i}\right)$.
Proof. Take $C=B-R_{H, i}(B)$. We have to prove $C=0$. Note that $C$ has coefficients in $X_{H, i}=\left(1-R_{H, i}\right) \widetilde{\Lambda}^{H}$, and $R_{H, i}$ is $\Lambda_{H, i}$-linear and commutes with $\gamma$. Thus,

$$
\gamma(C)-C=V_{1} C V_{2}-C=\left(V_{1}-1\right) C V_{2}+V_{1} C\left(V_{2}-1\right)-\left(V_{1}-1\right) C\left(V_{2}-1\right)
$$

Hence, $v(\gamma(C)-C)>v(C)+C_{3}$. By (TS3), this implies $v(C)=+\infty$, i.e. $C=0$.

### 3.4.4 Applications to $p$-adic representations

Proposition 3.45. Assume $\tilde{\Lambda}$ satisfying (TS1), (TS2) and (TS3). Let $\sigma \mapsto$ $U_{\sigma}$ be a continuous cocycle from $G_{0}$ to $\mathrm{GL}_{d}(\tilde{\Lambda})$. If $G \subset G_{0}$ is an open normal subgroup of $G_{0}$ such that $v\left(U_{\sigma}-1\right)>2 C_{2}+2 C_{3}$ for any $\sigma \in G$. Set $H=$ $G \cap H_{0}$, then there exists $M \in \operatorname{GL}_{d}(\tilde{\Lambda})$ with $v(M-1)>C_{2}+C_{3}$ such that

$$
\sigma \longmapsto V_{\sigma}=M^{-1} U_{\sigma} \sigma(M)
$$

satisfies $V_{\sigma} \in \mathrm{GL}_{d}\left(\Lambda_{H, n(G)}\right)$ and $V_{\sigma}=1$ if $\sigma \in H$.
Proof. Let $\sigma \mapsto U_{\sigma}$ be a continuous 1-cocycle on $G_{0}$ with values in $\mathrm{GL}_{d}(\widetilde{\Lambda})$. Choose an open normal subgroup $G$ of $G_{0}$ such that

$$
\inf _{\sigma \in G} v\left(U_{\sigma}-1\right)>2\left(C_{2}+C_{3}\right)
$$

By Lemma 3.40, there exists $M_{1} \in \mathrm{GL}_{d}(\widetilde{\Lambda}), v\left(M_{1}-1\right)>2\left(C_{2}+C_{3}\right)$ such that $\sigma \mapsto U_{\sigma}^{\prime}=M_{1}^{-1} U_{\sigma} \sigma\left(M_{1}\right)$ is trivial in $H=G \cap H_{0}$ (In particular, it has values in $\left.\mathrm{GL}_{d}\left(\widetilde{\Lambda}^{H}\right)\right)$.

Now we pick $\gamma \in G / H$ with $n(\gamma)=n(G)$. In particular, we want $n(G)$ big enough so that $\gamma$ is in the center of $G_{0} / H$. Indeed, the center is open, since in the exact sequence:

$$
1 \rightarrow H_{0} / H \rightarrow G_{0} / H \rightarrow G / H \rightarrow 1
$$

$G / H \simeq \mathbb{Z}_{p} \times($ finite $)$, and $H_{0} / H$ is finite. So we are able to choose such an $n(G)$.

Then we have $v\left(U_{\gamma}^{\prime}\right)>2\left(C_{2}+C_{3}\right)$, and by Corollary 3.43 , there exists $M_{2} \in \mathrm{GL}_{d}\left(\widetilde{\Lambda}^{H}\right)$ satisfying

$$
v\left(M_{2}-1\right)>C_{2}+C_{3} \text { and } M_{2}^{-1} U_{\gamma}^{\prime} \gamma\left(M_{2}\right) \in \mathrm{GL}_{d}\left(\Lambda_{H, n(G)}\right) .
$$

Take $M=M_{1} \cdot M_{2}$, then the cocycle

$$
\sigma \mapsto V_{\sigma}=M^{-1} U_{\sigma} \sigma(M)
$$

a cocycle trivial on $H$ with values in $\mathrm{GL}_{d}\left(\widetilde{\Lambda}^{H}\right)$, and we have

$$
v\left(V_{\gamma}-1\right)>C_{2}+C_{3} \text { and } V_{\gamma} \in \mathrm{GL}_{d}\left(\Lambda_{H, n(G)}\right)
$$

This implies $V_{\sigma}$ comes by inflation from a cocycle on $G_{0} / H$.
The last thing we want to prove is $V_{\tau} \in \mathrm{GL}_{d}\left(\Lambda_{H, n(G)}\right)$ for any $\tau \in G_{0} / H$. Note that $\gamma \tau=\tau \gamma$ as $\gamma$ is in the center, so

$$
V_{\tau} \tau\left(V_{\gamma}\right)=V_{\tau \gamma}=V_{\gamma \tau}=V_{\gamma} \gamma\left(V_{\tau}\right)
$$

which implies $\gamma\left(V_{\tau}\right)=V_{\gamma}^{-1} V_{\tau} \tau\left(V_{\gamma}\right)$. Apply Lemma 3.44 with $V_{1}=V_{\gamma}^{-1}, V_{2}=$ $\tau\left(V_{\gamma}\right)$, then we obtain what we want.

Proposition 3.46. Let $T$ be a free $\mathbb{Z}_{p}$-representation of $G_{0}, k \in \mathbb{N}$, $v\left(p^{k}\right)>$ $2 C_{2}+2 C_{3}$, and suppose $G \subset G_{0}$ is an open normal subgroup acting trivially on $T / p^{k} T$, and $H=G \cap H_{0}$. Let $n \in \mathbb{N}, n \geq n(G)$. Then there exists a unique $D_{H, n}(T) \subset \widetilde{\Lambda} \otimes T$, a free $\Lambda_{H, n}$-module of rank d, such that:
(1) $D_{H, n}(T)$ is fixed by $H$, and stable by $G$;
(2) $\widetilde{\Lambda} \otimes_{\Lambda_{H, n}} D_{H, n}(T) \xrightarrow{\sim} \widetilde{\Lambda} \otimes T$;
(3) there exists a basis $\left\{e_{1}, \ldots, e_{d}\right\}$ of $D_{H, n}$ over $\Lambda_{H, n}$ such that if $\gamma \in$ $G / H$, then $v\left(V_{\gamma}-1\right)>C_{3}, V_{\gamma}$ being the matrix of $\gamma$.

Proof. Translation of Proposition 3.45, by the correspondence

$$
\widetilde{\Lambda} \text {-representations of } G_{0} \longleftrightarrow H^{1}\left(G_{0}, \mathrm{GL}_{d}(\widetilde{\Lambda})\right)
$$

For the uniqueness, one uses Lemma 3.44.
Remark 3.47. $H_{0}$ acts through $H_{0} / H$ (which is finite) on $D_{H, n}(T)$. If $\Lambda_{H, n}$ is étale over $\Lambda_{H_{0}, n}$ (the case in applications), and then $D_{H_{0}, n}(T)=D_{H, n}(T)^{\left(H_{0} / H\right)}$, is locally free over $\Lambda_{H_{0}, n}$ (in most cases it is free), and

$$
\begin{equation*}
\Lambda_{H, n} \bigotimes_{\Lambda_{H_{0}, n}} D_{H_{0}, n}(T) \xrightarrow{\sim} D_{H, n}(T) \tag{3.22}
\end{equation*}
$$

## 3.5 $C$-admissible representations

### 3.5.1 Notations for the rest of the book.

From now on to the rest of the book, if without further notice, we fix the following notations.

Let $K$ be a $p$-adic field. Let $\mathcal{O}_{K}$ be its ring of integers, and $\mathfrak{m}_{K}$ be the maximal ideal of $\mathcal{O}_{K}$ and $k$ be its residue field, which is perfect of characteristic $p>0 . W=W(k)$ is the ring of Witt vectors and $K_{0}=\operatorname{Frac} W=W[1 / p]$ is its quotient field. We know that

$$
\operatorname{rank}_{W} \mathcal{O}_{K}=\left[K: K_{0}\right]=e_{K}=v_{K}(p)
$$

and if $\pi$ is a generator of $\mathfrak{m}_{K}$, then $1, \pi, \cdots, \pi^{e_{K}-1}$ is a basis of $\mathcal{O}_{K}$ over $W$ as well as $K$ over $K_{0}$. Let $\sigma$ be the Frobenius map $F$ as in $\S$ A.2.1 on $K_{0}$, then

$$
\sigma(a)=a^{p} \quad(\bmod p W) \quad \text { if } a \in W .
$$

Let $\bar{K}$ be an algebraic closure over $K$.
For any subfield $L$ of $\bar{K}$ containing $K_{0}$, set $G_{L}=\operatorname{Gal}(\bar{K} / L)$. Let $C=\widehat{\bar{K}}$. By continuity, the Galois group $G_{K_{0}}$, hence also $G_{K}$, acts on $C$ and

$$
C^{G_{K}}=K .
$$

From now on, $v$ will be always the valuation of $C$ or any subfield such that $v(p)=1$, i.e. $v=v_{p}$. Then $v(\pi)=\frac{1}{e_{K}}$.

For any subfield $L$ of $C$, we denote

- $\mathcal{O}_{L}=\{x \in L \mid v(x) \geq 0\}$;
- $\mathfrak{m}_{L}=\{x \in L \mid v(x)>0\}$;
- $k_{L}=\mathcal{O}_{L} / \mathfrak{m}_{L}$.

Denote by $\widehat{L}$ the closure of $L$ in $C$, that is $\mathcal{O}_{\widehat{L}}=\lim _{\overparen{n \geq 1}} \mathcal{O}_{L} / p^{n} \mathcal{O}_{L}$. We have $\widehat{L}=\mathcal{O}_{\widehat{L}}\left[\frac{1}{p}\right]$ and $k_{\widehat{L}}=k_{L}$. We know that $k_{\bar{K}}=k_{C}=\bar{k}$, where $\bar{k}$ is an algebraic closure of $k$. Let $G_{k}=\operatorname{Gal}(\bar{k} / k), I_{K}$ be the inertia subgroup of $G_{K}$, then

$$
1 \rightarrow I_{K} \rightarrow G_{K} \rightarrow G_{k} \rightarrow 1
$$

is exact.

### 3.5.2 $\bar{K}$-admissible $p$-adic representations

Note that $\bar{K}$ is a topological field on which $G_{K}$ acts continuously.
Definition 3.48. $A \bar{K}$-representation $X$ of $G_{K}$ is a $\bar{K}$-vector space of finite dimension together with a continuous and semi-linear action of $G_{K}$.

For $X$ a $\bar{K}$-representation, the map

$$
\alpha_{X}: \bar{K} \otimes_{K} X^{G_{K}} \rightarrow X
$$

is always injective. $X$ is called trivial if $\alpha_{X}$ is an isomorphism.
Proposition 3.49. $X$ is trivial if and only if the action of $G_{K}$ is discrete.
Proof. The sufficiency is because of Hilbert Theorem 90. Conversely if $X$ is trivial, there is a basis $\left\{e_{1}, \cdots, e_{d}\right\}$ of $X$ over $\bar{K}$, consisting of elements of $X^{G_{K}}$. For any $x=\sum_{i=1}^{d} \lambda_{i} e_{i} \in X$, we want to prove $G_{x}=\{g \in G \mid g(x)=x\}$ is an open subgroup of $G$. Because of the choice of $e_{i}{ }^{\prime}$ s, $g(x)=\sum_{i=1}^{d} g\left(\lambda_{i}\right) e_{i}$, so

$$
G_{x}=\bigcap_{i=1}^{d}\left\{g \in G \mid g\left(\lambda_{i}\right)=\lambda_{i}\right\}:=\bigcap_{i=1}^{d} G_{\lambda_{i}}
$$

each $\lambda_{i} \in \bar{K}$ is algebraic over $K$, so $G_{\lambda_{i}}$ is open, then the result follows.
Definition 3.50. If $V$ is a p-adic representation of $G_{K}, V$ is called $\bar{K}$ admissible if $\bar{K} \otimes_{\mathbb{Q}_{p}} V$ is trivial as a $\bar{K}$-representation.

Let $\left\{v_{1}, \cdots, v_{d}\right\}$ be a basis of $V$ over $\mathbb{Q}_{p}$, and write $v_{i}=1 \otimes v_{i}$ also when they are viewed as a basis of $\bar{K} \otimes_{\mathbb{Q}_{p}} V$ over $\bar{K}$. Then by Proposition 3.49, $V$ is $\bar{K}$-admissible is equivalent to that $G_{v_{i}}=\left\{g \in G \mid g\left(v_{i}\right)=v_{i}\right\}$ is an open subgroup of $G$ for all $1 \leq i \leq d$, and it is also equivalent to that the kernel of

$$
\rho: G_{K} \longrightarrow \operatorname{Aut}_{\mathbb{Q}_{p}}(V)
$$

which equals to $\bigcap_{i=1}^{d} G_{v_{i}}$, is an open subgroup.
We thus get
Proposition 3.51. A p-adic representation of $G_{K}$ is $\bar{K}$-admissible if and only if the action of $G_{K}$ is discrete.

We can do a little further. Let $K^{\text {ur }}$ be the maximal unramified extension of $K$ contained in $\bar{K}, P=\widehat{K^{\text {ur }}}$ the completion in $C$, and $\bar{P}$ the algebraic closure of $P$ in $C$. Clearly $\bar{P}$ is stable under $G_{K}$, and $\operatorname{Gal}(\bar{P} / P)=I_{K}$.

Set $P_{0}=\widehat{K_{0}^{\text {ur }}}$, then $P=K P_{0}$ and $\left[P: P_{0}\right]=e_{K}$.
Question 3.52. (1) What does it mean for a $\bar{P}$-representation of $G_{K}$ to be trivial?
(2) What are the $p$-adic representations of $G_{K}$ which are $\bar{P}$-admissible?

Proposition 3.53. (1) The answer to Q1, i.e., a $\bar{P}$-representation of $G_{K}$ is trivial if and only if the action of $I_{K}$ is discrete.
(2) A p-adic representation of $G_{K}$ is $\bar{P}$-admissible if and only if the action of $I_{K}$ is discrete.

Remark 3.54. By the above two propositions, then if $V$ is a $p$-adic representation of $G_{K}$, and $\rho: G_{K} \rightarrow \operatorname{Aut}_{\mathbb{Q}_{p}}(V)$, then

$$
\begin{gathered}
V \text { is } \bar{K} \text {-admissible } \Longleftrightarrow \operatorname{Ker} \rho \text { is open in } G_{K}, \\
V \text { is } \bar{P} \text {-admissible } \Longleftrightarrow \operatorname{Ker} \rho \cap I_{K} \text { is open in } I_{K} .
\end{gathered}
$$

Proof. Obviously (2) is a consequence of (1), so we only prove (1).
The condition is necessary since if $X$ is a $\bar{P}$-representation of $G_{K}$, then $X$ is trivial if and only if $X \cong \bar{P}^{d}$ with the natural action of $G_{K}$.

We have to prove it is sufficient. Suppose $X$ is a $\bar{P}$-representation of $G_{K}$ of dimension $d$ with discrete action of $I_{K}$. We know that $\bar{P}^{I_{K}}=P$, and

$$
\bar{P} \otimes_{P} X^{I_{K}} \longrightarrow X
$$

is an isomorphism by Hilbert Theorem 90 . Set $Y=X^{I_{K}}$, because $G_{K} / I_{K}=$ $G_{k}, Y$ is a $P$-representation of $G_{k}$. If $P \otimes_{K} Y^{G_{k}} \rightarrow Y$ is an isomorphism, since $X^{G_{K}}=Y^{G_{k}}$, then $\bar{P} \otimes_{K} X^{G_{k}} \rightarrow X$ is also an isomorphism. Thus it is enough to prove that any $P$-representation $Y$ of $G_{k}$ is trivial, that is, to prove that $P \otimes_{K} Y^{G_{k}} \rightarrow Y$ is an isomorphism.

But we know that any $P_{0}$-representation of $G_{k}$ is trivial by Proposition 2.30: we let

$$
E=k, \mathcal{O}_{\mathcal{E}}=W, \mathcal{E}=K_{0}, \mathcal{E}^{\mathrm{ur}}=K_{0}^{\mathrm{ur}}
$$

then $\widehat{\mathcal{E} \text { ur }}=P_{0}$ and any $\widehat{\mathcal{E} \text { ur }}$-representation of $G_{E}$ is trivial. Note that $P=K P_{0}$ and $\left[P: P_{0}\right]=e_{K}$, any $P$-representation $Y$ of dimension $d$ of $G_{k}$ can be viewed as a $P_{0}$-representation of dimension $e_{K} d$, and

$$
P \otimes_{K} Y^{G_{k}}=P_{0} \otimes_{K_{0}} Y^{G_{k}} \xrightarrow{\sim} Y,
$$

so we get the result.

### 3.5.3 C-admissible representations.

We can now use Sen's results to study $C$-admissible representations.
Proposition 3.55. A p-adic representation $V$ of $G_{K}$ is $C$-admissible if and only if the action of $I_{K}$ on $V$ is discrete.
Proof. Clearly, the condition is sufficient because as $\bar{P} \subset C$, any representation which is $\bar{P}$-admissible is $C$-admissible.

For $V$ a $p$-adic representation of $G_{K}$, suppose $\left\{v_{1}, \cdots, v_{d}\right\}$ is a basis of $V$ over $\mathbb{Q}_{p}, V$ is $C$-admissible if and only if there exist a $C$-basis $e_{1}, \cdots, e_{d} \in$ $W=C \otimes_{\mathbb{Q}_{p}} V, e_{j}=\sum_{i=1}^{d} c_{i j} \otimes v_{i}$, satisfying that $g\left(e_{j}\right)=e_{j}$ for all $g \in G_{K}$. Thus $W$ is trivial and Sen's operator $\phi_{W}$ of $W$ is 0 , by Sen (Corollary 3.32), then $\rho\left(I_{K}\right)$ is finite.

As a special case of this proposition, we consider any continuous homomorphism $\eta: G_{K} \rightarrow \mathbb{Z}_{p}^{*}$, and let $\mathbb{Q}_{p}(\eta)$ be the $\mathbb{Q}_{p}$-representation obtained by giving $\mathbb{Q}_{p}$ the action of $G_{k}$ via $\eta$. Set $C(\eta)=C \otimes_{\mathbb{Q}_{p}} \mathbb{Q}_{p}(\eta)$, Tate proved that

## Corollary 3.56.

$$
C(\eta)^{G_{K}} \begin{cases}=0 & \text { if } \eta\left(I_{K}\right) \text { is not finite, }  \tag{3.23}\\ \cong K & \text { if } \eta\left(I_{K}\right) \text { is finite. }\end{cases}
$$

Proof. One notes that the $C$-representation $C(\eta)$ is admissible if and only if $C(\eta)^{G_{K}}$, as a $K$-vector space of dimension $\leq 1$, must be 1 -dimensional and hence is isomorphic to $K$.

## The ring $R$ and ( $\varphi, \Gamma$ )-module

### 4.1 The ring $R$

### 4.1.1 The ring $R(A)$.

Let $A$ be a (commutative) ring, and let $p$ be a prime number. We know that $A$ is of characteristic $p$ if the kernel of $\mathbb{Z} \rightarrow A$ is generated by $p$; such a ring can be viewed as an $\mathbb{F}_{p}$-algebra. If $A$ is of characteristic $p$, the absolute Frobenius map is the homomorphism

$$
\varphi: A \rightarrow A, \quad a \mapsto a^{p}
$$

which sometimes is also denoted as $\sigma$. If $\varphi$ is an isomorphism, the ring $A$ is perfect. If $\varphi$ is injective, then $A$ is reduced, that is, there exists no nontrivial nilpotent element, and vice versa.

Definition 4.1. Assume $A$ is of characteristic $p$, we define

$$
\begin{equation*}
R(A):=\lim _{\check{n \in \mathbb{N}}} A_{n} \tag{4.1}
\end{equation*}
$$

where $A_{n}=A$ and the transition map is $\varphi$. Then an element $x \in R(A)$ is a sequence $x=\left(x_{n}\right)_{n \in \mathbb{N}}$ satisfying $x_{n} \in A, x_{n+1}^{p}=x_{n}$.
Proposition 4.2. This ring $R(A)$ is perfect.
Proof. For any $x=\left(x_{n}\right)_{n \in \mathbb{N}}, x=\left(x_{n+1}\right)_{n \in \mathbb{N}}^{p}$, and $x^{p}=0$ implies $x_{n}^{p}=x_{n+1}=$ 0 for any $n \geq 1$, then $x=0$.

For any $n$, consider the projection map

$$
\begin{aligned}
\left.\theta_{n}: \begin{array}{rl}
R(A) & \longrightarrow A \\
\left(x_{n}\right)_{n \in \mathbb{N}} & \longmapsto x_{n} .
\end{array} . . \begin{array}{ll}
\end{array}\right)
\end{aligned}
$$

If $A$ is perfect, each $\theta_{n}$ is an isomorphism; $A$ is reduced, then $\theta_{0}$ (hence $\theta_{n}$ ) is injective and the image

$$
\theta_{m}(R(A))=\bigcap_{n \geq m} \varphi^{n}(A)
$$

If $A$ is a topological ring, then we can give to $R(A)$ the topology of the inverse limit. In what follows, we are going to apply this to the case that the topology of $A$ is the discrete topology.

Now let $A$ be a ring, separated and complete for the $p$-adic topology, that is, $A \rightarrow \underset{n \in \mathbb{N}}{\lim _{\overleftarrow{N}}} A / p^{n} A$ is an isomorphism. We consider the $\operatorname{ring} R(A / p A)$.
Proposition 4.3. There exists a bijection between $R(A / p A)$ and the set

$$
S=\left\{\left(x^{(n)}\right)_{n \in \mathbb{N}} \mid x^{(n)} \in A,\left(x^{(n+1)}\right)^{p}=x^{(n)}\right\} .
$$

Proof. Take $x \in R(A / p A)$, that is,

$$
x=\left(x_{n}\right)_{n \in \mathbb{N}}, x_{n} \in A / p A \text { and } x_{n+1}^{p}=x_{n} .
$$

For any $n$, choose a lifting of $x_{n}$ in $A$, say $\hat{x}_{n}$, we have

$$
\hat{x}_{n+1}^{p} \equiv \hat{x}_{n} \bmod p A
$$

Note that for $m \in \mathbb{N}, m \geq 1, \alpha \equiv \beta \bmod p^{m} A$, then

$$
\alpha^{p} \equiv \beta^{p} \bmod p^{m+1} A,
$$

thus for $n, m \in \mathbb{N}$, we have

$$
\hat{x}_{n+m+1}^{p^{m+1}} \equiv \hat{x}_{n+m}^{p^{m}} \bmod p^{m+1} A
$$

Hence for every $n, \lim _{n \rightarrow \infty} \hat{x}_{n+m}^{p^{m}}$ exists in $A$, and the limit is independent of the choice of the liftings. We denote

$$
x^{(n)}=\lim _{n \rightarrow \infty} \hat{x}_{n+m}^{p^{m}} .
$$

Then $x^{(n)}$ is a lifting of $x_{n},\left(x^{(n+1)}\right)^{p}=x^{(n)}$ and $x \mapsto\left(x^{(n)}\right)_{n \in \mathbb{N}}$ defines a map

$$
R(A / p A) \longrightarrow S
$$

On the other hand the reduction modulo $p$ from $A \rightarrow A / p A$ naturally induces the map $S \rightarrow R(A / p A),\left(x^{(n)}\right)_{n \in \mathbb{N}} \mapsto\left(x^{(n)} \bmod p A\right)_{n \in \mathbb{N}}$. One can easily check that the two map are inverse to each other.

Remark 4.4. In the sequel, we shall use the above bijection to identify $R(A / p A)$ to the set $S$. Then any element $x \in R(A / p A)$ can be written in two ways

$$
\begin{equation*}
x=\left(x_{n}\right)_{n \in \mathbb{N}}=\left(x^{(n)}\right)_{n \in \mathbb{N}}, x_{n} \in A / p A, x^{(n)} \in A . \tag{4.2}
\end{equation*}
$$

If $x=\left(x^{(n)}\right), y=\left(y^{(n)}\right) \in R(A / p A)$, then

$$
\begin{equation*}
(x y)^{(n)}=\left(x^{(n)} y^{(n)}\right), \quad(x+y)^{(n)}=\lim _{m \rightarrow \infty}\left(x^{(n+m)}+y^{(n+m)}\right)^{p^{m}} \tag{4.3}
\end{equation*}
$$

### 4.1.2 Basic properties of the ring $R$.

We have introduced the ring $R(A)$. The most important case for us is that $A=\mathcal{O}_{L}$ with $L$ being a subfield of $\bar{K}$ containing $K_{0}$. Identify $\mathcal{O}_{L} / p \mathcal{O}_{L}=$ $\mathcal{O}_{\hat{L}} / p \mathcal{O}_{\hat{L}}$, then the ring
$R\left(\mathcal{O}_{L} / p \mathcal{O}_{L}\right)=R\left(\mathcal{O}_{\widehat{L}} / p \mathcal{O}_{\widehat{L}}\right)=\left\{x=\left(x^{(n)}\right)_{n \in \mathbb{N}} \mid x^{(n)} \in \mathcal{O}_{\widehat{L}},\left(x^{(n+1)}\right)^{p}=x^{(n)}\right\}$.
In particular, we set
Definition 4.5. $R:=R\left(\mathcal{O}_{\bar{K}} / p \mathcal{O}_{\bar{K}}\right)=R\left(\mathcal{O}_{C} / p \mathcal{O}_{C}\right)$.
Recall $v=v_{p}$ is the valuation on $C$ normalized by $v(p)=1$. We define $v_{R}(x)=: v(x)=v\left(x^{(0)}\right)$ on $R$.

Proposition 4.6. The ring $R$ is a complete valuation ring with the valuation given by $v$. It is perfect of characteristic $p$. Its maximal ideal $\mathfrak{m}_{R}=\{x \in R \mid$ $v(x)>0\}$ and residue field is $\bar{k}$.

The fraction field $\operatorname{Fr} R$ of $R$ is a complete nonarchimedean perfect field of characteristic $p$.

Proof. We have $v(R)=\mathbb{Q}_{\geq 0} \cup\{+\infty\}$ as the map $R \rightarrow \mathcal{O}_{C}, x \mapsto x^{(0)}$ is onto. We also obviously have

$$
v(x)=+\infty \Leftrightarrow x^{(0)}=0 \Leftrightarrow x=0
$$

and

$$
v(x y)=v(x) v(y)
$$

We just need to verify $v(x+y) \geq \min \{v(x), v(y)\}$ for all $x, y \in R$.
We may assume $x, y \neq 0$, then $x^{(0)}, y^{(0)} \neq 0$. Since $v(x)=v\left(x^{(0)}\right)=$ $p^{n} v\left(x^{(n)}\right)$, there exists $n$ such that $v\left(x^{(n)}\right)<1, v\left(y^{(n)}\right)<1$. By definition, $(x+y)^{(n)} \equiv x^{(n)}+y^{(n)}(\bmod p)$, so

$$
\begin{aligned}
v\left((x+y)^{(n)}\right) & \geq \min \left\{v\left(x^{(n)}\right), v\left(y^{(n)}\right), 1\right\} \\
& \geq \min \left\{v\left(x^{(n)}\right), v\left(y^{(n)}\right)\right\}
\end{aligned}
$$

it follows that $v(x+y) \geq \min \{v(x), v(y)\}$.
Since

$$
v(x) \geq p^{n} \Leftrightarrow v\left(x^{(n)}\right) \geq 1 \Leftrightarrow x_{n}=0
$$

we have

$$
\left\{x \in R \mid v(x) \geq p^{n}\right\}=\operatorname{Ker}\left(\theta_{n}: R \rightarrow \mathcal{O}_{C} / p \mathcal{O}_{C}\right)
$$

So the topology defined by the valuation is the same as the topology of inverse limit, and therefore is complete. Because there is a valuation over $R, R$ is a domain and thus we may consider $\operatorname{Fr} R$, the fraction field of $R$. Then

$$
\operatorname{Fr} R=\left\{x=\left(x^{(n)}\right)_{n \in \mathbb{N}} \mid x^{(n)} \in C,\left(x^{(n+1)}\right)^{p}=x^{(n)}\right\}
$$

The valuation $v$ extends to the fraction field $\operatorname{Fr} R$ by the same formula $v(x)=$ $v\left(x^{(0)}\right)$. Fr $R$ is a complete nonarchimedean perfect field of characteristic $p>0$ with the ring of integers

$$
R=\{x \in \operatorname{Fr} R \mid v(x) \geq 0\}
$$

whose maximal ideal is $\mathfrak{m}_{R}=\{x \in \operatorname{Fr} R \mid v(x)>0\}$.
For the residue field $R / \mathfrak{m}_{R}$, one can check that the map

$$
R \xrightarrow{\theta_{0}} \mathcal{O}_{\bar{K}} / p \mathcal{O}_{\bar{K}} \longrightarrow \bar{k}
$$

is onto and its kernel is $\mathfrak{m}_{R}$, so the residue field of $R$ is $\bar{k}$.
Because $\bar{k}$ is perfect and $R$ is complete, there exists a unique section $s$ : $\bar{k} \rightarrow R$ of the map $R \rightarrow \bar{k}$, which is a homomorphism of rings.

Proposition 4.7. The section $s$ is given by

$$
a \in \bar{k} \longrightarrow\left(\left[a^{p^{-n}}\right]\right)_{n \in \mathbb{N}}
$$

where $\left[a^{p^{-n}}\right]=\left(a^{p^{-n}}, 0,0, \cdots\right) \in \mathcal{O}_{K_{0}^{\text {ur }}}$ is the Teichmüller representative of $a^{p^{-n}}$.

Proof. One can check easily $\left(\left[a^{p^{-(n+1)}}\right]\right)^{p}=\left[a^{p^{-n}}\right]$ for every $n \in \mathbb{N}$, thus $\left(\left[a^{p^{-n}}\right]\right)_{n \in \mathbb{N}}$ is an element $\tilde{a}$ in $R$, and $\theta_{0}(\tilde{a})=[a]$ whose reduction $\bmod p$ is just $a$. We just need to check $a \mapsto \tilde{a}$ is a homomorphism, which is obvious.

Proposition 4.8. Fr $R$ is algebraically closed.
Proof. As Fr $R$ is perfect, it suffices to prove that it is separably closed, which means that if a monic polynomial $P(X)=X^{d}+a_{d-1} X^{d-1}+\cdots+a_{1} X+a_{0} \in$ $R[X]$ is separable, then $P(X)$ has a root in $R$.

Since $P$ is separable, there exist $U_{0}, V_{0} \in \operatorname{Fr} R[X]$ such that

$$
U_{0} P+V_{0} P^{\prime}=1
$$

Choose $\pi \in R$, such that $v(\pi)=1$ (for example, take $\left.\pi=\left(p^{(n)}\right)_{n \in \mathbb{N}}, p^{(0)}=p\right)$, then we can find $m \geq 0$, such that

$$
U=\pi^{m} U_{0} \in R[X], \quad V=\pi^{m} V_{0} \in R[X]
$$

and $U P+V P^{\prime}=\pi^{m}$.
Claim: For any $n \in \mathbb{N}$, there exists $x \in R$, such that $v(P(x)) \geq p^{n}$.
For fixed $n$, consider $\theta_{n}: R \rightarrow \mathcal{O}_{\bar{K}} / p$, recall

$$
\operatorname{Ker} \theta_{n}=\left\{y \in R \mid v(y) \geq p^{n}\right\}
$$

we just need to find $x \in R$ such that $\theta_{n}(P(x))=0$. Let

$$
Q(X)=X^{d}+\cdots+\alpha_{1} X+\alpha_{0} \in \mathcal{O}_{\bar{K}}[X]
$$

where $\alpha_{i}$ is a lifting of $\theta_{n}\left(a_{i}\right)$. Since $\bar{K}$ is algebraic closed, let $u \in \mathcal{O}_{\bar{K}}$ be a root of $Q(X)$, and $\bar{u}$ be its image in $\mathcal{O}_{\bar{K}} / p \mathcal{O}_{\bar{K}}$, then any $x \in R$ such that $\theta_{n}(x)=\bar{u}$ satisfies $\theta_{n}(P(x))=0$. This proves the claim.

Take $n_{0}=2 m+1$, we want to construct a sequence $\left(x_{n}\right)_{n \geq n_{0}}$ of $R$ such that

$$
v\left(x_{n+1}-x_{n}\right) \geq n-m, \quad \text { and } \quad P\left(x_{n}\right) \in \pi^{n} R
$$

then $\lim _{n \rightarrow \infty} x_{n}$ exists, and it will be a root of $P(X)$.
We construct $\left(x_{n}\right)$ inductively. We use the claim to construct $x_{n_{0}}$. Assume $x_{n}$ is constructed. Put

$$
P^{[j]}=\frac{1}{j!} P^{(j)}(X)=\sum_{i \geq j}\binom{i}{j} a_{i} X^{i-j}
$$

then

$$
P(X+Y)=P(X)+Y P^{\prime}(X)+\sum_{j \geq 2} Y^{j} P^{[j]}(X)
$$

Write $x_{n+1}=x_{n}+y$, then

$$
\begin{equation*}
P\left(x_{n+1}\right)=P\left(x_{n}\right)+y P^{\prime}\left(x_{n}\right)+\sum_{j \geq 2} y^{j} P^{[j]}\left(x_{n}\right) \tag{4.4}
\end{equation*}
$$

If $v(y) \geq n-m$, then $v\left(y^{j} P^{[j]}\left(x_{n}\right)\right) \geq 2(n-m) \geq n+1$ for $j \geq 2$, so we only need to find a $y$ such that

$$
v(y) \geq n-m, \quad \text { and } \quad v\left(P\left(x_{n}\right)+y P^{\prime}\left(x_{n}\right)\right) \geq n+1
$$

By construction, $v\left(U\left(x_{n}\right) P\left(x_{n}\right)\right) \geq n>m$, so

$$
v\left(V\left(x_{n}\right) P^{\prime}\left(x_{n}\right)\right)=v\left(\pi^{m}-U\left(x_{n}\right) P\left(x_{n}\right)\right)=m
$$

which implies that $v\left(P^{\prime}\left(x_{n}\right)\right) \leq m$. Take $y=-\frac{P\left(x_{n}\right)}{P^{\prime}\left(x_{n}\right)}$, then $v(y) \geq n-m$, and we get $x_{n+1}$ as required.

### 4.1.3 The multiplicative group $\operatorname{Fr} \boldsymbol{R}^{*}$.

Lemma 4.9. There is a canonical isomorphism of $\mathbb{Z}$-modules

$$
\operatorname{Fr} R^{*} \cong \operatorname{Hom}\left(\mathbb{Z}[1 / p], C^{*}\right)
$$

Proof. Given a homomorphism $f: \mathbb{Z}[1 / p] \rightarrow C^{*}$, write $x^{(n)}=f\left(p^{-n}\right)$, then $\left(x^{(n+1)}\right)^{p}=x^{(n)}$, so $x=\left(x^{(n)}\right)_{n \in \mathbb{N}} \in R$, thus we get a canonical homomorphism

$$
\operatorname{Hom}\left(\mathbb{Z}[1 / p], C^{*}\right) \longrightarrow \operatorname{Fr} R^{*}
$$

One can easily check that this is an isomorphism.

From now on, let us identify $\operatorname{Fr} R^{*}$ and $\operatorname{Hom}\left(\mathbb{Z}[1 / p], C^{*}\right)$ by the canonical isomorphism.

Denote by $U_{R} \subset$ Fr $R^{*}$ the group of the units of $R$. Since for $x \in R$, $x \in U_{R} \Leftrightarrow x^{(0)} \in \mathcal{O}_{C}^{*}$, we get

$$
U_{R}=\operatorname{Hom}\left(\mathbb{Z}[1 / p], \mathcal{O}_{C}^{*}\right)
$$

Let $W(\bar{k})$ be the ring of Witt vectors of $\bar{k}$. Since $W(\bar{k}) \subset \mathcal{O}_{C}$, we get an inclusion $\bar{k}^{*} \hookrightarrow \mathcal{O}^{*}$. Let $U_{C}^{+}=1+\mathfrak{m}_{C}$, then $\mathcal{O}_{C}^{*}=\bar{k}^{*} \times U_{C}^{+}$, and therefore

$$
\begin{aligned}
U_{R} & =\operatorname{Hom}\left(\mathbb{Z}[1 / p], \mathcal{O}_{C}^{*}\right) \\
& =\operatorname{Hom}\left(\mathbb{Z}[1 / p], \bar{k}^{*}\right) \times \operatorname{Hom}\left(\mathbb{Z}[1 / p], U_{C}^{+}\right)
\end{aligned}
$$

In $\bar{k}$, any element has exactly one $p$-th root, $\operatorname{so} \operatorname{Hom}\left(\mathbb{Z}[1 / p], \bar{k}^{*}\right)=\bar{k}^{*}$. Similarly we have

$$
U_{R}^{+}=\left\{x \in R \mid x^{(n)} \in U_{C}^{+}\right\}=\operatorname{Hom}\left(\mathbb{Z}[1 / p], U_{C}^{+}\right)
$$

therefore we get the factorization

$$
U_{R}=\bar{k}^{*} \times U_{R}^{+}
$$

Set $U_{R}^{1}=\{x \in R \mid v(x-1) \geq 1\}$, then $\left(U_{R}^{1}\right)^{p^{n}}=\left\{x \in U_{R}^{1} \mid v(x-1) \geq p^{n}\right\}$, and

$$
U_{R}^{1} \xrightarrow{\sim} \lim _{\overleftarrow{n \in \mathbb{N}}} U_{R}^{1} /\left(U_{R}^{1}\right)^{p^{n}}
$$

is an isomorphism and a homeomorphism of topological groups. So we may consider $U_{R}^{1}$ as a $\mathbb{Z}_{p}$-module which is torsion free.

For $x \in U_{R}^{+}, v(x-1)>0$, then $v\left(x^{p^{n}}-1\right)=p^{n} v(x-1) \geq 1$ for $n$ large enough. Conversely, any element $x \in U_{R}^{1}$ has a unique $p^{n}$-th root in $U_{R}^{+}$. We get

$$
\begin{aligned}
\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{R}^{1} & \longrightarrow U_{R}^{+} \\
p^{-n} \otimes u & \longmapsto u^{p^{-n}}
\end{aligned}
$$

is an isomorphism.
To summarize, we have
Proposition 4.10. The sequence

$$
\begin{equation*}
0 \rightarrow U_{R} \rightarrow \operatorname{Fr} R^{*} \xrightarrow{v} \mathbb{Q} \rightarrow 0 \tag{4.5}
\end{equation*}
$$

is exact and
(1) $\operatorname{Fr} R^{*}=\operatorname{Hom}\left(\mathbb{Z}[1 / p], C^{*}\right)$;
(2) $U_{R}=\operatorname{Hom}\left(\mathbb{Z}[1 / p], \mathcal{O}_{C}^{*}\right)=\bar{k}^{*} \times U_{R}^{+}$;
(3) $U_{R}^{+}=\operatorname{Hom}\left(\mathbb{Z}[1 / p], U_{C}^{+}\right)=\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} U_{R}^{1}$;
(4) $U_{R}^{1}=\{x \in R \mid v(x-1) \geq 1\} \xrightarrow{\sim} \lim _{n \in \mathbb{N}} U_{R}^{1} /\left(U_{R}^{1}\right)^{p^{n}}$.

### 4.2 The action of Galois group on $R$

### 4.2.1 The action of Galois group.

As in previous chapters, we let $W=W(k), K_{0}=\operatorname{Frac} W$. The group $G_{K_{0}}=$ $\operatorname{Gal}\left(\bar{K} / K_{0}\right)$ acts on $R$ and $\operatorname{Fr} R$ in the natural way.
Proposition 4.11. Let $L$ be an extension of $K_{0}$ contained in $\bar{K}$ and let $H=$ $\operatorname{Gal}(\bar{K} / L)$. Then

$$
R^{H}=R\left(\mathcal{O}_{L} / p \mathcal{O}_{L}\right), \quad(\operatorname{Fr} R)^{H}=\operatorname{Frac}\left(R\left(\mathcal{O}_{L} / p \mathcal{O}_{L}\right)\right)
$$

The residue field of $R^{H}$ is $k_{L}=\bar{k}^{H}$, the residue field of $L$.
Proof. Assume $x \in R^{H}$ (resp. Fr $R^{H}$ ), then

$$
x=\left(x^{(n)}\right)_{n \in \mathbb{N}}, x^{(n)} \in \mathcal{O}_{C}(\text { resp. } C)
$$

For $h \in H, h(x)=\left(h\left(x^{(n)}\right)\right)_{n \in \mathbb{N}}$. Hence

$$
x \in R^{H}\left(\text { resp. } \operatorname{Fr} R^{H}\right) \Longleftrightarrow x^{(n)} \in\left(\mathcal{O}_{C}\right)^{H}\left(\text { resp. } C^{H}\right), \forall n \in N
$$

then the first assertion follows from the fact

$$
C^{H}=\hat{L}, \quad\left(\mathcal{O}_{C}\right)^{H}=\mathcal{O}_{C^{H}}=\mathcal{O}_{\hat{L}}=\underset{n}{\lim } \mathcal{O}_{L} / p^{n} \mathcal{O}_{L}
$$

The map $\bar{k} \hookrightarrow R \rightarrow \bar{k}$ induces the map $k_{L} \hookrightarrow R^{H} \rightarrow k_{L}$, and the composition map is nothing but the identity map, so the residue field of $R^{H}$ is $k_{L}$.

Proposition 4.12. If $v\left(L^{*}\right)$ is discrete, then

$$
R\left(\mathcal{O}_{L} / p \mathcal{O}_{L}\right)=R^{H}=k_{L}
$$

This is the case if $L$ is a finite extension of $K_{0}$.
Proof. From the proof of last proposition, $k_{L} \subset R^{H}=R\left(\mathcal{O}_{L} / p \mathcal{O}_{L}\right)$, it remains to show that

$$
x=\left(x^{(n)}\right)_{n \in \mathbb{N}} \in R^{H}, v(x)>0 \Longrightarrow x=0 .
$$

We have $v\left(x^{(n)}\right)=p^{-n} v\left(x^{(0)}\right)$, but $v\left(\hat{L}^{*}\right)=v\left(L^{*}\right)$ is discrete, so $v(x)=$ $v\left(x^{(0)}\right)=+\infty$, which means that $x=0$.

### 4.2.2 $R\left(K_{0}^{\mathrm{cyc}} / p \mathcal{O}_{K_{0}^{\mathrm{cyc}}}\right), \varepsilon$ and $\pi$.

Let $K_{0}^{\text {cyc }}$ be the subfield of $\bar{K}$ obtained by adjoining to $K_{0}$ the $p^{n}$-th roots of 1 for all $n$. Take $\left(\varepsilon^{(n)}\right)_{n \geq 0}$ such that

$$
\varepsilon^{(0)}=1, \varepsilon^{(1)} \neq 1, \text { and }\left(\varepsilon^{(n+1)}\right)^{p}=\varepsilon^{(n)} \text { for } n \geq 1
$$

Then

$$
K_{0}^{\mathrm{cyc}}=\bigcup_{n \in \mathbb{N}} K_{0}\left(\varepsilon^{(n)}\right)
$$

The question is: what is $R\left(\mathcal{O}_{K_{0}^{\text {cyc }}} / p \mathcal{O}_{K_{0}^{\text {cyc }}}\right)$ ?
First its residue field is $k$.

Lemma 4.13. The element $\varepsilon=\left(\varepsilon^{(n)}\right)_{n \in \mathbb{N}}$ is a unit of $R\left(\mathcal{O}_{K_{0}^{\text {cyc }}} / p \mathcal{O}_{K_{0}^{\text {cyc }}}\right)$.
Proof. Write $\varepsilon_{n}$ the image of $\varepsilon^{(n)}$ in $\mathcal{O}_{K_{0}^{\text {cyc }}} / p \mathcal{O}_{K_{0}^{\text {cyc }}}$. Put $\pi=\varepsilon-1$, then $\pi^{(0)}=\lim _{m \rightarrow+\infty}\left(\varepsilon^{(m)}-1\right)^{p^{m}}$, since $\varepsilon^{(0)}-1=0$, and $v\left(\varepsilon^{(m)}-1\right)=\frac{1}{(p-1) p^{m-1}}$ for $m \geq 1$, we have $v(\pi)=v\left(\pi^{(0)}\right)=\frac{p}{p-1}>1$. Thus the element $\varepsilon=\left(\varepsilon^{(n)}\right)_{n \in \mathbb{N}}$ is a unit of $R\left(\mathcal{O}_{K_{0}^{\text {cyc }}} / p \mathcal{O}_{K_{0}^{\text {cyc }}}\right)$.

Note 4.14. From now on, we set $\varepsilon$ and $\pi=\varepsilon-1$ as in the above Lemma.
Set $H=\operatorname{Gal}\left(\bar{K} / K_{0}^{\text {cyc }}\right)$, then $R^{H}=R\left(\mathcal{O}_{K_{0}^{\text {cyc }}} / p \mathcal{O}_{K_{0}^{\text {cyc }}}\right)$ by Proposition 4.11. Since $\pi \in R^{H}$ and $v(\pi)=v_{p}\left(\pi^{(0)}\right)=\frac{p}{p-1}>1, k \subset R^{H}$, and $R^{H}$ is complete, then

$$
k[[\pi]] \subset R^{H} \text { and } k((\pi)) \subset(\operatorname{Fr} R)^{H}
$$

Since for every $x=\left(x^{(n)}\right)_{n \in \mathbb{N}} \in R^{H}, x=y^{p}$ with $y=\left(x^{(n+1)}\right)_{n \in \mathbb{N}}, R^{H}$ and $(\operatorname{Fr} R)^{H}$ are both perfect and complete, we get

$$
\widehat{k[[\pi]]^{\mathrm{rad}}} \subset R^{H}, \quad \widehat{k((\pi))^{\mathrm{rad}}} \subset(\operatorname{Fr} R)^{H} .
$$

Theorem 4.15. We have

$$
\widehat{k[[\pi]]^{\mathrm{rad}}}=R^{H}, \quad \widehat{k((\pi))^{\mathrm{rad}}}=(\operatorname{Fr} R)^{H} .
$$

Moreover, for the projection map

$$
\theta_{m}: R \rightarrow O_{\bar{K}} / p O_{\bar{K}}, \theta_{m}\left(\left(x_{n}\right)_{n \in N}\right)=x_{m}, \quad(m \in \mathbb{N})
$$

then

$$
\theta_{m}\left(R^{H}\right)=\mathcal{O}_{K_{0}^{\text {cyc }}} / p \mathcal{O}_{K_{0}^{\text {cyc }}}
$$

Proof. Set $E_{0}=k((\pi)), F=E_{0}^{\mathrm{rad}}, L=K_{0}^{\mathrm{cyc}}=\bigcup_{n \geq 1} K_{0}\left(\varepsilon^{(n)}\right)$. It is enough to check that $\mathcal{O}_{\hat{F}}$ is dense in $R^{H}$, and even that $\mathcal{O}_{F}$ is dense in $R^{H}$. Since $R^{H}$ is the inverse limit of $\mathcal{O}_{L} / p \mathcal{O}_{L}$, both assertions follow from

$$
\theta_{m}\left(\mathcal{O}_{F}\right)=\mathcal{O}_{L} / p \mathcal{O}_{L} \quad \text { for all } m \in \mathbb{N}
$$

So it is enough to show that $\mathcal{O}_{L} / p \mathcal{O}_{L} \subset \theta_{m}\left(\mathcal{O}_{F}\right)$, for all $m$.
Set $\pi_{n}=\varepsilon^{(n)}-1$, then

$$
\mathcal{O}_{K_{0}}\left[\varepsilon^{(n)}\right]=W\left[\pi_{n}\right], \quad \mathcal{O}_{L}=\bigcup_{n=0}^{\infty} W\left[\pi_{n}\right]
$$

Write $\bar{\pi}_{n}=\varepsilon_{n}-1$, the image of $\pi_{n}$ in $\mathcal{O}_{L} / p \mathcal{O}_{L}$, then $\mathcal{O}_{L} / p \mathcal{O}_{L}$ is generated as a $k$-algebra by $\bar{\pi}_{n}$ 's. Since $k \subset \mathcal{O}_{E_{0}}$, we are reduced to prove

$$
\bar{\pi}_{n} \in \theta_{m}\left(\mathcal{O}_{F}\right)=\theta_{m}\left(k[[\pi]]^{\mathrm{rad}}\right), \quad \text { for all } m, n \in \mathbb{N}
$$

For all $s \in \mathbb{Z}, \pi^{p^{-s}} \in k[[\pi]]^{\mathrm{rad}}$, and

$$
\begin{aligned}
\pi^{p^{-s}} & =\varepsilon^{p^{-s}}-1=\left(\varepsilon^{(n+s)}\right)_{n \in \mathbb{N}}-1 \\
& =\left(\varepsilon_{n+s}-1\right)_{n \in \mathbb{N}}
\end{aligned}
$$

where $\varepsilon^{(n)}=1$ if $n<0$. Since $\varepsilon_{n+s}-1=\bar{\pi}_{n+s}$ for $n+s \geq 0$, let $s=n-m$, we get

$$
\bar{\pi}_{n}=\theta_{m}\left(\pi^{p^{m-n}}\right) \in \theta_{m}\left(k[[\pi]]^{\mathrm{rad}}\right)
$$

This completes the proof.

### 4.2.3 A fundamental theorem.

Theorem 4.16. Let $E_{0}^{s}$ be the separable closure of $E_{0}=k((\pi))$ in $\operatorname{Fr} R$, then $E_{0}^{s}$ is dense in $\operatorname{Fr} R$, and is stable under $G_{K_{0}}$. Moreover, for any $g \in \operatorname{Gal}\left(\bar{K} / K_{0}^{\text {cyc }}\right)$,

$$
\left.g\right|_{E_{0}^{s}} \in \operatorname{Gal}\left(E_{0}^{s} / E_{0}\right)
$$

and the map $\operatorname{Gal}\left(\bar{K} / K_{0}^{\mathrm{cyc}}\right) \rightarrow \operatorname{Gal}\left(E_{0}^{s} / E_{0}\right)$ is an isomorphism.
Proof. As $E_{0}^{s}$ is separably closed, $\widehat{E_{0}^{s}}$ is algebraically closed. Let $\bar{E}_{0}$ be the algebraic closure of $E_{0}$ in $\mathrm{Fr} R$. It is enough to check that $\bar{E}_{0}$ is dense in $\mathrm{Fr} R$ for the first part. In other words, we want to prove that $\mathcal{O}_{\bar{E}_{0}}$ is dense in $R$. As $R$ is the inverse limit of $\mathcal{O}_{\bar{K}} / p \mathcal{O}_{\bar{K}}$, it is enough to show that

$$
\theta_{m}\left(\mathcal{O}_{\bar{E}_{0}}\right)=\mathcal{O}_{\bar{K}} / p \mathcal{O}_{\bar{K}}, \quad \text { for all } m \in \mathbb{N}
$$

As $\bar{E}_{0}$ is algebraically closed, it is enough to show that

$$
\theta_{0}\left(\mathcal{O}_{\bar{E}_{0}}\right)=\mathcal{O}_{\bar{K}} / p \mathcal{O}_{\bar{K}} .
$$

Since $\mathcal{O}_{\bar{K}}=\underset{\substack{[L: K]<+\infty \\ L / K_{0} \text { Galois }}}{\lim } \mathcal{O}_{L}$, it is enough to check that for any finite Galois extension $L$ of $K_{0}$,

$$
\mathcal{O}_{L} / p \mathcal{O}_{L} \subset \theta_{m}\left(\mathcal{O}_{\bar{E}_{0}}\right)
$$

Let $K_{0, n}=K_{0}\left(\varepsilon^{(n)}\right)$ and $L_{n}=K_{0, n} L$, then $L / K_{0, n}$ is Galois with Galois group $J_{n}=\operatorname{Gal}\left(L_{n} / K_{0, n}\right)$ and for $n$ large, we have $J_{n}=J_{n+1}:=J$. Since $\bar{k} \subset \mathcal{O}_{\bar{E}_{0}}$, replacing $K_{0}$ by a finite unramified extension, we may assume $L_{n} / K_{0, n}$ is totally ramified for any $n$.

Let $\nu_{n}$ be a generator of the maximal ideal of $\mathcal{O}_{L_{n}}$, then $\mathcal{O}_{L_{n}}=\mathcal{O}_{K_{0, n}}\left[\nu_{n}\right]$ since $L_{n} / K_{0, n}$ is totally ramified. Since $\theta_{0}\left(\mathcal{O}_{\bar{E}_{0}}\right) \subset \mathcal{O}_{K_{0, n}} / p \mathcal{O}_{K_{0, n}}$, it is enough to check that there exists $n$ such that $\bar{\nu}_{n} \in \theta_{0}\left(\mathcal{O}_{\bar{E}_{0}}\right)$, where $\bar{\nu}_{n}$ is the image of $\nu_{n}$ in $\mathcal{O}_{L_{n}} / p \mathcal{O}_{L_{n}}$.

Let $P_{n}(X) \in K_{0, n}[X]$ be the minimal polynomial of $\nu_{n}$, which is an Eisenstein polynomial. Write $P_{n}(X)=\prod_{g \in J}\left(X-g\left(\nu_{n}\right)\right)$. We need the following lemma:

Lemma 4.17. For any $g \in J, g \neq 1$, we have $v\left(g\left(\nu_{n}\right)-\nu_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$.
Proof (Proof of the Lemma). This follows immediately from (A.23) and the proof of Proposition A. 88 .

We will see that the lemma implies the first assertion. Choose $n$ such that $v\left(g\left(\nu_{n}\right)-\nu_{n}\right)<1 / d$ for all $g \neq 1$. Let $\overline{P_{n}}(X) \in \mathcal{O}_{K_{0, n}}[X] / p \mathcal{O}_{K_{0, n}}[X]$ be the polynomial $P_{n}(X)(\bmod p)$, We choose $Q(X) \in \mathcal{O}_{E_{0}}[X]$, monic of degree $d$, a lifting of $\overline{P_{n}}$. Choose $\beta$ the image in $\mathcal{O}_{\bar{K}} / p \mathcal{O}_{\bar{K}}$ by $\theta_{0}$ of a root of $Q$ in $\mathcal{O}_{\bar{E}_{0}}$ in such a way that

$$
v\left(\beta-\bar{\nu}_{n}\right) \geq v\left(\beta-g\left(\bar{\nu}_{n}\right)\right), \quad \text { for all } g \in J
$$

We also have $v\left(\overline{P_{n}}(\beta)\right) \geq 1$ since $Q$ is a lifting of $\overline{P_{n}}$, thus

$$
v\left(\beta-\bar{\nu}_{n}\right) \geq \frac{1}{d}
$$

Choose $b \in \mathcal{O}_{\bar{K}}$ a lifting of $\beta$ such that $v(b) \geq 0$ and $b$ is of degree $d$ as well, then $v\left(b-\nu_{n}\right) \geq \frac{1}{d}$ and hence

$$
v\left(b-\nu_{n}\right)>v\left(\nu_{n}-g\left(\nu_{n}\right)\right), \quad \text { for all } g \in J
$$

By Krasner's Lemma, $\nu_{n} \in \bar{K}(b)$, moreover, $\bar{\nu}_{n}=\beta \in \theta_{0}\left(\mathcal{O}_{\bar{E}_{0}}\right)$. This proves the first assertion.

For any $a \in E_{0}^{s}$, let $P(x)=\sum_{i=1}^{d} \lambda_{i} X^{i} \in E_{0}[X]$ be a separable polynomial such that $P(a)=0$. Then for any $g \in G_{K_{0}}, g(a)$ is a root of $g(P)=\sum_{i=1}^{d} g\left(\lambda_{i}\right) X^{i}$. To prove $g(a) \in E_{0}^{s}$, it is enough to show $g\left(E_{0}\right)=E_{0}$, which follows from the fact

$$
g(\pi)=(1+\pi)^{\chi(g)}-1 .
$$

Moreover, for any $g \in \operatorname{Gal}\left(\bar{K} / K_{0}^{\text {cyc }}\right)$, then $g(a)$ is a root of $P$. Thus for $g \in$ $\operatorname{Gal}\left(\bar{K} / K_{0}^{\text {cyc }}\right):=H,\left.g\right|_{E_{0}^{s}} \in \operatorname{Gal}\left(E_{0}^{s} / E_{0}\right)$, in other words, we get a map

$$
\operatorname{Gal}\left(\bar{K} / K_{0}^{\text {cyc }}\right) \longrightarrow \operatorname{Gal}\left(E_{0}^{s} / E_{0}\right)
$$

We want to prove this is an isomorphism.
Injectivity: $g$ is in the kernel means that $g(a)=a$, for all $a \in E_{0}^{s}$, then $g(a)=a$ for all $a \in \operatorname{Fr} R$ because $E_{0}^{s}$ is dense in $\operatorname{Fr} R$ and the action of $g$ is continuous.

Let $a \in \operatorname{Fr} R$, then $a=\left(a^{(n)}\right)_{n \in \mathbb{N}}$ with $a^{(n)} \in C$, and $\left(a^{(n+1)}\right)^{p}=a^{(n)}$. $g(a)=a$ implies that $g\left(a^{(0)}\right)=a^{(0)}$, but the map $\theta_{0}: \operatorname{Fr} R \rightarrow C$ is surjective, so $g$ acts trivially on $C$, hence also on $\bar{K}$, we get $g=1$.

Surjectivity: We identify $H=\operatorname{Gal}\left(\bar{K} / K_{0}^{\text {cyc }}\right) \hookrightarrow \operatorname{Gal}\left(E_{0}^{s} / E_{0}\right)$ a closed subgroup by injectivity. If the above map is not onto, we have

$$
E_{0} \subsetneq F=\left(E_{0}^{s}\right)^{H} \subset(\operatorname{Fr} R)^{H}=\widehat{E_{0}^{\mathrm{rad}}}
$$

that is, $F$ is a separable proper extension of $E_{0}$ contained in $\widehat{E_{0}^{\text {rad }}}$. To finish the proof, we just need to prove the following lemma.

Lemma 4.18. Let $E$ be a complete field of characteristic $p>0$. There is no nontrivial separable extension $F$ of $E$ contained in $\widehat{E^{\mathrm{rad}}}$.

Proof. Otherwise, we could find a finite separable nontrivial extension $E^{\prime}$ of $E$ contained in $\widehat{E^{\mathrm{rad}}}$. There are $d=\left[E^{\prime}: E\right]$ distinct embeddings $\sigma_{1}, \cdots, \sigma_{d}$ : $E^{\prime} \rightarrow E^{s}$. We can extend each $\sigma_{i}$ to $E^{\prime \text { rad }}$ in the natural way, that is, by setting $\sigma_{i}(a)=\sigma_{i}\left(a^{p^{n}}\right)^{p^{-n}}$. This map is continuous, hence can be extended to $\widehat{E^{\prime \text { rad }}}=\widehat{E^{\mathrm{rad}}}$. But $\sigma_{i}$ is the identity map on $E^{\mathrm{rad}}$, so it is the identity map on $\widehat{E^{\text {rad }}}$. This is a contradiction.

### 4.3 An overview of Galois extensions.

### 4.3.1 A summary of Galois extensions of $K$ and $E$.

We first give a summary of the Galois extensions we studied so far.
(1) The field $K$ is a $p$-adic field with perfect residue field $k$. The field $K_{0}$ is the fraction field of the Witt ring $W(k)$. The extension $K \supset K_{0}$ is totally ramified. Let $K^{\text {cyc }}=K_{0}^{\text {cyc }} K=\bigcup_{n \geq 1} K\left(\varepsilon^{(n)}\right)$, we have the following diagram

$$
\begin{array}{cc}
H_{K}^{\prime}=\operatorname{Gal}\left(\bar{K} / K^{\mathrm{cyc}}\right) \subset G_{K}=\operatorname{Gal}(\bar{K} / K) \\
\cap & \cap \\
H_{K_{0}}^{\prime}=\operatorname{Gal}\left(\bar{K} / K_{0}^{\mathrm{cyc}}\right) \subset G_{K_{0}}=\operatorname{Gal}\left(\bar{K} / K_{0}\right)
\end{array}
$$

Moreover, $H_{K}^{\prime}=H_{K_{0}}^{\prime} \cap G_{K}$, if we set $\Gamma_{K}^{\prime}=G_{K} / H_{K}^{\prime}=\operatorname{Gal}\left(K^{\text {cyc }} / K\right)$, then $\Gamma_{K}^{\prime} \subset \Gamma_{K_{0}}^{\prime}=G_{K_{0}} / H_{K_{0}}^{\prime}$, which is isomorphic to an open subgroup of $\mathbb{Z}_{p}^{*}$ via the cyclotomic character $\chi$. Since $\mathbb{Z}_{p}^{*}$ is of rank 1 over $\mathbb{Z}_{p}$, with torsion subgroup

$$
\left(\mathbb{Z}_{p}^{*}\right)_{\text {tor }} \simeq \begin{cases}\mathbb{F}_{p}^{*}(\simeq \mathbb{Z} /(p-1) \mathbb{Z}) & \text { if } p \neq 2 \\ \mathbb{Z} / 2 \mathbb{Z} & \text { if } p=2\end{cases}
$$

the group $\Gamma_{K}^{\prime}$ is also rank 1 over $\mathbb{Z}_{p}$, and we have

$$
1 \longrightarrow \Delta_{K} \longrightarrow \Gamma_{K}^{\prime} \longrightarrow \Gamma_{K} \longrightarrow 1
$$

where $\Gamma_{K} \simeq \mathbb{Z}_{p}$, and $\Delta_{K}$ is the torsion subgroup of $\Gamma_{K}^{\prime}$.
Let $H_{K}=\operatorname{Gal}\left(\bar{K} / K^{\infty}\right)$, then we have exact sequences

$$
1 \longrightarrow H_{K} \longrightarrow G_{K} \longrightarrow \Gamma_{K} \longrightarrow 1
$$
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$$
1 \longrightarrow H_{K}^{\prime} \longrightarrow H_{K} \longrightarrow \Delta_{K} \longrightarrow 1
$$

In conclusion, we have Fig. 5.1.
(2) The field $E_{0}=k((\pi))$, moreover, $E_{0} \subset E_{0}^{s} \subset \operatorname{Fr} R$, and $H_{K}^{\prime} \subset H_{K_{0}}^{\prime}=$ $\operatorname{Gal}\left(E_{0}^{s} / E_{0}\right)$. Set $E_{K}^{\prime}=E^{\prime}=\left(E_{0}^{s}\right)^{H_{K}^{\prime}}$, then $E_{0}^{s} / E^{\prime}$ is a Galois extension with Galois group $\operatorname{Gal}\left(E_{0}^{s} / E^{\prime}\right)=H_{K}^{\prime}$, and $E^{\prime} / E_{0}$ is a finite separable extension. Set

$$
\begin{equation*}
E=E_{K}=\left(E_{0}^{s}\right)^{H_{K}}=\left(E^{\prime}\right)^{\Delta_{K}}, \tag{4.6}
\end{equation*}
$$

then $E^{\prime} / E$ is a Galois extension with Galois group $\operatorname{Gal}\left(E^{\prime} / E\right)=\Delta_{K}$. We see that $E_{0}^{s}$ is also a separable closure of $E$. Set $E^{s}=E_{0}^{s}$.

In conclusion, we have Fig. 5.2.
Remark 4.19. $E$ is stable under $G_{K}$, which acts through $\Gamma_{K}$.

### 4.3.2 The field $\widetilde{B}$ and its subfields.

Denote by $W(\operatorname{Fr} R)$ the ring of Witt vectors with coefficients in Fr $R$, which is a complete discrete ring with the maximal ideal generated by $p$ and residue field $W(\operatorname{Fr} R) / p=\operatorname{Fr} R$. Let

$$
\begin{equation*}
\widetilde{B}=\operatorname{Frac} W(\operatorname{Fr} R)=W(\operatorname{Fr} R)\left[\frac{1}{p}\right] \tag{4.7}
\end{equation*}
$$

The Galois group $G_{K_{0}}$ (and therefore $G_{K}$ ) acts naturally on $W(\operatorname{Fr} R)$ and $\widetilde{B}$. Denote by $\varphi$ the Frobenius map on $W(\operatorname{Fr} R)$ and on $\widetilde{B}$. Then $\varphi$ commutes with the action of $G_{K_{0}}: \varphi(g a)=g \varphi(a)$ for any $g \in G_{K_{0}}$ and $a \in \widetilde{B}$.
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We know that $E_{0}=k((\pi)) \subset \operatorname{Fr} R$ and $k[[\pi]] \subset R$. Let $[\varepsilon]=(\varepsilon, 0,0, \cdots) \in$ $W(R)$ be the Teichmüller representative of $\varepsilon$. Set $\pi_{\varepsilon}=[\varepsilon]-1 \in W(R)$, then $\pi_{\varepsilon}=(\varepsilon, *, *, \cdots)$. Set $W=W(k) \subset W(R)$.

Since

$$
W(R)=\underset{\longrightarrow}{\lim } W_{n}(R)=\underset{\longrightarrow}{\lim } W(R) / p^{n}
$$

where $W_{n}(R)=\left\{\left(a_{0}, \cdots, a_{n-1}\right) \mid a_{i} \in R\right\}$ is a topological ring, the series

$$
\sum_{n=0}^{\infty} \lambda_{n} \pi_{\varepsilon}^{n}, \quad \lambda_{n} \in W, n \in \mathbb{N}
$$

converges in $W(R)$, we get a continuous embedding

$$
W\left[\left[\pi_{\varepsilon}\right]\right] \hookrightarrow W(R)
$$

and we identify $W\left[\left[\pi_{\varepsilon}\right]\right]$ with a closed subring of $W(R)$.
The element $\pi_{\varepsilon}$ is invertible in $W(\operatorname{Fr} R)$, hence

$$
W\left(\left(\pi_{\varepsilon}\right)\right)=W\left[\left[\pi_{\varepsilon}\right]\right]\left[\frac{1}{\pi_{\varepsilon}}\right] \subset W(\operatorname{Fr} R)
$$

whose elements are of the form

$$
\sum_{n=-\infty}^{+\infty} \lambda_{n} \pi_{\varepsilon}^{n}: \lambda_{n} \in W, \lambda_{n}=0 \text { for } n \ll 0
$$

Since $W(\operatorname{Fr} R)$ is complete, this inclusion extends by continuity to

$$
\begin{equation*}
\mathcal{O}_{\mathcal{E}_{0}}:=\left\{\sum_{n=-\infty}^{+\infty} \lambda_{n} \pi_{\varepsilon}^{n} \mid \lambda_{n} \in W, \lambda_{n} \rightarrow 0 \text { when } n \rightarrow-\infty\right\} \tag{4.8}
\end{equation*}
$$

the $p$-adic completion of $W\left[\left[\pi_{\varepsilon}\right]\right]\left[\frac{1}{\pi_{\varepsilon}}\right]$.
Note that $\mathcal{O}_{\mathcal{E}_{0}}$ is a complete discrete ring, whose maximal ideal is generated by $p$ and whose residue field is $E_{0}$. Let $\mathcal{E}_{0}=\mathcal{O}_{\mathcal{E}_{0}}\left[\frac{1}{p}\right]$ be its fraction field, then $\mathcal{E}_{0} \subset \widetilde{B}$.

Note that $\mathcal{O}_{\mathcal{E}_{0}}$ and $\mathcal{E}_{0}$ are both stable under $\varphi$ and $G_{K_{0}}$. Moreover

$$
\begin{equation*}
\varphi([\varepsilon])=\left(\varepsilon^{p}, 0, \cdots\right)=[\varepsilon]^{p}, \text { and } \varphi\left(\pi_{\varepsilon}\right)=\left(1+\pi_{\varepsilon}\right)^{p}-1 \tag{4.9}
\end{equation*}
$$

The group $G_{K_{0}}$ acts through $\Gamma_{K_{0}}^{\prime}$ : for $g \in G_{K_{0}}$,

$$
g([\varepsilon])=\left(\varepsilon^{\chi(g)}, 0, \cdots\right)=[\varepsilon]^{\chi(g)},
$$

therefore

$$
\begin{equation*}
g\left(\pi_{\varepsilon}\right)=\left(1+\pi_{\varepsilon}\right)^{\chi(g)}-1 \tag{4.10}
\end{equation*}
$$

Proposition 4.20. For any finite extension $F$ of $E_{0}$ contained in $E^{s}=E_{0}^{s}$, there is a unique finite extension $\mathcal{E}_{F}$ of $\mathcal{E}_{0}$ contained in $\widetilde{B}$ which is unramified and whose residue field is $F$.

Proof. By general theory on unramified extensions, we can assume $F=E_{0}(a)$ is a simple separable extension, and $P(X) \in E_{0}[X]$ is the minimal polynomial of $a$ over $E_{0}$. Choose $Q(X) \in \mathcal{O}_{\mathcal{E}_{0}}[X]$ to be a monic polynomial lifting of $P$. By Hensel's lemma, there exists a unique $\alpha \in \widetilde{B}$ such that $Q(\alpha)=0$ and the image of $\alpha$ in $\operatorname{Fr} R$ is $a$, then $\mathcal{E}_{F}=\mathcal{E}_{0}(\alpha)$ is what we required.

By the above proposition,

$$
\begin{equation*}
\mathcal{E}_{0}^{\mathrm{ur}}=\bigcup_{F} \mathcal{E}_{F} \subset \widetilde{B} \tag{4.11}
\end{equation*}
$$

where $F$ runs through all finite separable extension of $E_{0}$ contained in $E^{s}$. Let $\widehat{\mathcal{E}_{0}^{\text {ur }}}$ be the $p$-adic completion of $\mathcal{E}_{0}^{\text {ur }}$ in $\widetilde{B}$, then $\widehat{\mathcal{E}_{0}^{\text {ur }}}$ is a discrete valuation field whose residue field is $E^{s}$.

We have

$$
\operatorname{Gal}\left(\mathcal{E}_{0}^{\mathrm{ur}} / \mathcal{E}_{0}\right)=\operatorname{Gal}\left(E_{0}^{s} / E_{0}\right)=H_{K_{0}}^{\prime} .
$$

Set

$$
\begin{equation*}
\left(\mathcal{E}_{0}^{\mathrm{ur}}\right)^{H_{K}}=\mathcal{E}_{E}:=\mathcal{E} \tag{4.12}
\end{equation*}
$$

then $\mathcal{E}$ is again a complete discrete valuation field whose residue field is $E$, and $\mathcal{E}_{0}^{\mathrm{ur}} / \mathcal{E}$ is a Galois extension with the Galois group $\operatorname{Gal}\left(\mathcal{E}_{0}^{\mathrm{ur}} / \mathcal{E}\right)=H_{K}$. Set

$$
\mathcal{E}^{\mathrm{ur}}=\mathcal{E}_{0}^{\mathrm{ur}}, \quad \widehat{\mathcal{E}} \mathrm{ur}=\widehat{\mathcal{E}_{0}^{\mathrm{ur}}} .
$$

It is easy to check that $\mathcal{E}$ is stable under $\varphi$, and also stable under $G_{K}$, which acts through $\Gamma_{K} \cong \mathbb{Z}_{p}$. We have Fig.5.3.
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## $4.4(\varphi, \Gamma)$-modules and $p$-adic Galois representations

### 4.4.1 $(\varphi, \Gamma)$-modules.

Let $V$ be a $\mathbb{Z}_{p}$ representation of $H_{K}$, where $H_{K}=\operatorname{Gal}\left(E^{s} / E\right)=\operatorname{Gal}\left(\mathcal{E}^{\text {ur }} / \mathcal{E}\right)$, then

$$
\begin{equation*}
\mathbf{M}(V)=\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathbb{Z}_{p}} V\right)^{H_{K}} \tag{4.13}
\end{equation*}
$$

is an étale $\varphi$-module over $\mathcal{O}_{\mathcal{E}}$. By Theorem $2.32, \mathbf{M}$ defines an equivalence of categories from $\operatorname{Rep}_{\mathbb{Z}_{p}}\left(H_{K}\right)$, the category of $\mathbb{Z}_{p}$ representations of $H_{K}$ to $\mathscr{M}_{\varphi}^{\text {et }}\left(\mathcal{O}_{\mathcal{E}}\right)$, the category of étale $\varphi$-modules over $\mathcal{O}_{\mathcal{E}}$, with a quasi-inverse functor given by

$$
\begin{equation*}
\mathbf{V}: D \longmapsto\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathcal{O}_{\mathcal{E}}} D\right)_{\varphi=1} . \tag{4.14}
\end{equation*}
$$

If instead, suppose $V$ is a $p$-adic Galois representation of $H_{K}$. Then by Theorem 2.33,

$$
\begin{equation*}
\mathbf{M}: V \longmapsto\left(\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathbb{Q}_{p}} V\right)^{H_{K}} \tag{4.15}
\end{equation*}
$$

defines an equivalence of categories from $\operatorname{Rep}_{\mathbb{Q}_{p}}\left(H_{K}\right)$, the category of $p$-adic representations of $H_{K}$ to $\mathscr{M}_{\varphi}^{\text {ét }}(\mathcal{E})$, the category of étale $\varphi$-modules over $\mathcal{E}$, with a quasi-inverse functor given by

$$
\begin{equation*}
\mathbf{V}: D \longmapsto\left(\widehat{\mathcal{E} \text { ur }} \otimes_{\mathcal{E}} D\right)_{\varphi=1} . \tag{4.16}
\end{equation*}
$$

Now assume $V$ is a $\mathbb{Z}_{p}$ or $p$-adic Galois representation of $G_{K}$, write

$$
\begin{equation*}
\mathbf{D}(V):=\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathbb{Z}_{p}} V\right)^{H_{K}} \text { or } \mathbf{D}(V):=\left(\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathbb{Q}_{p}} V\right)^{H_{K}} \tag{4.17}
\end{equation*}
$$

Definition 4.21. $A(\varphi, \Gamma)$-module $D$ over $\mathcal{O}_{\mathcal{E}}$ (resp. $\mathcal{E}$ ) is an étale $\varphi$-module over $\mathcal{O}_{\mathcal{E}}$ (resp. $\mathcal{E}$ ) together with an action of $\Gamma_{K}$ which is semi-linear, and commutes with $\varphi . D$ is called étale if it is an étale $\varphi$-module and the action of $\Gamma_{K}$ is continuous.

If $V$ is a $\mathbb{Z}_{p}$ or $p$-adic representation of $G_{K}, \mathbf{D}(V)$ is an étale $(\varphi, \Gamma)$-module. Moreover, by Theorems 2.32 and 2.33 , we have

Theorem 4.22. $\mathbf{D}$ induces an equivalence of categories between $\mathbf{R e p}_{\mathbb{Z}_{p}}\left(G_{K}\right)$ (resp. $\boldsymbol{R e p}_{\mathbb{Q}_{p}}\left(G_{K}\right)$ ), the category of $\mathbb{Z}_{p}$ (resp. p-adic) representations of $G_{K}$ and $\mathscr{M}_{\varphi, \Gamma}^{\text {ét }}\left(\mathcal{O}_{\mathcal{E}}\right)\left(\right.$ resp. $\left.\mathscr{M}_{\varphi, \Gamma}^{\text {ét }}(\mathcal{E})\right)$, the category of étale $(\varphi, \Gamma)$-modules over $\mathcal{O}_{\mathcal{E}}$ (resp. $\mathcal{E}$ ), with a quasi-inverse

$$
\begin{equation*}
\mathbf{V}(D)=\left(\mathcal{O}_{\widehat{\mathcal{E}^{\mathrm{ur}}}} \otimes_{\mathcal{O}_{\mathcal{E}}} D\right)_{\varphi=1} \quad\left(\operatorname{resp} .\left(\widehat{\mathcal{E}^{\mathrm{ur}}} \otimes_{\mathcal{E}} D\right)_{\varphi=1}\right) \tag{4.18}
\end{equation*}
$$

and $G_{K}$ acting on $\mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \otimes_{\mathcal{O}_{\mathcal{E}}} D$ and $\widehat{\mathcal{E} \text { ur }} \otimes_{\mathcal{E}} D$ by

$$
g(\lambda \otimes d)=g(\lambda) \otimes \bar{g}(d)
$$

for $\bar{g}$ the image of $g \in G_{K}$ in $\Gamma_{K}$. Actually, this is an equivalence of Tannakian categories.

Remark 4.23. There is a variant of the above theorem. For $V$ any $p$-adic representation of $G_{K}$, then

$$
\begin{equation*}
\mathbf{D}^{\prime}(V)=\left(\widehat{\mathcal{E}_{0}^{\mathrm{ur}}} \otimes_{\mathbb{Q}_{p}} V\right)^{H_{K}^{\prime}} \tag{4.19}
\end{equation*}
$$

is an étale $\left(\varphi, \Gamma^{\prime}\right)$-module over $\mathcal{E}^{\prime}=\left(\mathcal{E}^{\text {ur }}\right)^{H_{K}^{\prime}}$, and

$$
\mathbf{D}(V)=\left(\mathbf{D}^{\prime}(V)\right)^{\Delta_{K}}, \quad \Delta_{K}=\operatorname{Gal}\left(\mathcal{E}^{\prime} / \mathcal{E}\right)
$$

By Hilbert's Theorem 90, the map

$$
\mathcal{E}^{\prime} \otimes_{\mathcal{E}} \mathbf{D}(V) \xrightarrow{\sim} \mathbf{D}^{\prime}(V)
$$

is an isomorphism. Thus the category $\mathscr{M}_{\varphi, \Gamma^{\prime}}^{\text {ét }}\left(\mathcal{E}^{\prime}\right)$ is an equivalence of categories with $\operatorname{Rep}_{\mathbb{Q}_{p}}\left(G_{K}\right)$ and $\mathscr{M}_{\varphi, \Gamma}^{\text {ét }}(\mathcal{E})$. For $\mathbb{Z}_{p}$-representations, the correspondent result is also true.

Example 4.24. If $K=K_{0}=W(k)\left[\frac{1}{p}\right]$, $W=W(k)$, then $\left.\mathcal{E}^{\prime}=\mathcal{E}_{0}=\widehat{K\left(\left(\pi_{\varepsilon}\right)\right.}\right)$. If $V=\mathbb{Z}_{p}$, then $\left.\mathbf{D}^{\prime}(V)=\mathcal{O}_{\mathcal{E}_{0}}=\widehat{W\left(\left(\pi_{\varepsilon}\right)\right.}\right)$ with the $\left(\varphi, \Gamma^{\prime}\right)$-action given by

$$
\begin{equation*}
\varphi\left(\pi_{\varepsilon}\right)=\left(1+p i_{\varepsilon}\right)^{p}-1, \quad g\left(\pi_{\varepsilon}\right)=\left(1+\pi_{\varepsilon}\right)^{\chi(g)}-1 \tag{4.20}
\end{equation*}
$$

We give some remarks about a $(\varphi, \Gamma)$-module $D$ of dimension $d$ over $\mathcal{E}$. Let $\left(e_{1}, \cdots, e_{d}\right)$ be a basis of $D$, then

$$
\varphi\left(e_{j}\right)=\sum_{i=1}^{d} a_{i j} e_{i}
$$

To give $\varphi$ is equivalent to giving a matrix $A=\left(a_{i j}\right) \in \operatorname{GL}_{d}(\mathcal{E})$. As $\Gamma$ is isomorphic to $\mathbb{Z}_{p}$, let $\gamma_{0}$ be a topological generator of $\Gamma$,

$$
\gamma_{0}\left(e_{j}\right)=\sum_{i=1}^{d} b_{i j} e_{i}
$$

To give the action of $\gamma_{0}$ is equivalent to giving a matrix $B=\left(b_{i j}\right) \in \mathrm{GL}_{d}(\mathcal{E})$. Moreover, we may choose the basis such that $A, B \in \mathrm{GL}_{d}\left(\mathcal{O}_{\mathcal{E}}\right)$.

Exercise 4.25. (1). Find the necessary and sufficient conditions on $D$ such that the action of $\gamma_{0}$ can be extended to an action of $\Gamma_{K}$.
(2). Find formulas relying $A$ and $B$ equivalent to the requirement that $\varphi$ and $\Gamma$ commute.
(3). Given $\left(A_{1}, B_{1}\right),\left(A_{2}, B_{2}\right)$ two pairs of matrices in $\mathrm{GL}_{d}(\mathcal{E})$ satisfying the required conditions. Find a necessary and sufficient condition such that the associated representations are isomorphic.

### 4.4.2 The operator $\psi$.

Lemma 4.26. (1) $\left\{1, \varepsilon, \cdots, \varepsilon^{p-1}\right\}$ is a basis of $E_{0}$ over $\varphi\left(E_{0}\right)$;
(2) $\left\{1, \varepsilon, \cdots, \varepsilon^{p-1}\right\}$ is a basis of $E_{K}$ over $\varphi\left(E_{K}\right)$;
(3) $\left\{1, \varepsilon, \cdots, \varepsilon^{p-1}\right\}$ is a basis of $E^{s}$ over $\varphi\left(E^{s}\right)$;
(4) $\left\{1,[\varepsilon], \cdots,[\varepsilon]^{p-1}\right\}$ is a basis of $\mathcal{O}_{\widehat{\mathcal{E}}}$ over $\varphi\left(\mathcal{O}_{\widehat{\mathcal{E}}}\right)$.

Proof. (1) Since $E_{0}=k((\pi))$ with $\pi=\varepsilon-1$, we have $\varphi\left(E_{\mathbb{Q}_{p}}\right)=k\left(\left(\pi^{p}\right)\right)$;
(2) Use the following diagram of fields, note that all vertical extensions are purely inseparable and horizontal ones are separable:


We note the statement is still true if replacing $F$ by any finite extension $F$ over $K$ or $K_{0}$.
(3) Because $E^{s}=\cup E_{F}$.
(4) To show that

$$
\left(x_{0}, x_{1}, \cdots, x_{p-1}\right) \in \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}^{p} \stackrel{\sim}{\longmapsto} \sum_{i=0}^{p-1}[\varepsilon]^{i} \varphi\left(x_{i}\right) \in \mathcal{O}_{\widehat{\mathcal{E}^{u r}}}
$$

is a bijection, it suffices to check it $\bmod p$ and use (3).
Definition 4.27. The operator $\psi: \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}} \rightarrow \mathcal{O}_{\widehat{\mathcal{E}^{\text {ur }}}}$ is defined by

$$
\psi\left(\sum_{i=0}^{p-1}[\varepsilon]^{i} \varphi\left(x_{i}\right)\right)=x_{0} .
$$

Proposition 4.28. (1) $\psi \varphi=\mathrm{Id}$;
(2) $\psi$ commutes with $G_{K}$.

Proof. (1) The first statement is obvious.
(2) Note that

$$
g\left(\sum_{i=0}^{p-1}[\varepsilon]^{i} \varphi\left(x_{i}\right)\right)=\sum_{i=0}^{p-1}[\varepsilon]^{i \chi(g)} \varphi\left(g\left(x_{i}\right)\right) .
$$

If for $1 \leq i \leq p-1$, write $i \chi(g)=i_{g}+p j_{g}$ with $1 \leq i_{g} \leq p-1$, then

$$
\psi\left(\sum_{i=0}^{p-1}[\varepsilon]^{i \chi(g)} \varphi\left(g\left(x_{i}\right)\right)\right)=\psi\left(\varphi\left(g\left(x_{0}\right)\right)+\sum_{i=1}^{p-1}[\varepsilon]^{i_{g}} \varphi\left([\varepsilon]^{j_{g}} g\left(x_{i}\right)\right)\right)=g\left(x_{0}\right) .
$$

Corollary 4.29. (1) If $V$ is a $\mathbb{Z}_{p}$-representation of $G_{K}$, there exists a unique operator $\psi: \mathbf{D}(V) \rightarrow \mathbf{D}(V)$ with

$$
\psi(\varphi(a) x)=a \psi(x), \quad \psi(a \varphi(x))=\psi(a) x
$$

if $a \in \mathcal{O}_{\mathcal{E}_{K}}, x \in \mathbf{D}(V)$ and moreover $\psi$ commute with $\Gamma_{K}$.
(2) If $D$ is an étale $(\varphi, \Gamma)$-module over $\mathcal{O}_{\mathcal{E}_{K}}$ or $\mathcal{E}_{K}$, there exists a unique operator $\psi: D \rightarrow D$ with as in (1). Moreover, for any $x \in D$,

$$
x=\sum_{i=0}^{p^{n}-1}[\varepsilon]^{i} \varphi^{n}\left(x_{i}\right)
$$

where $x_{i}=\psi^{n}\left([\varepsilon]^{-i} x\right)$.
Proof. (1) The uniqueness follows from $\mathcal{O}_{\mathcal{E}} \otimes_{\varphi\left(\mathcal{O}_{\mathcal{E}}\right)} \varphi(D)=D$. For the existence, use $\psi$ on $\mathcal{O}_{\mathcal{E}} \otimes V \supset \mathbf{D}(V) . \mathbf{D}(V)$ is stable under $\psi$ because $\psi$ commutes with $H_{K}, \psi$ commutes with $\Gamma_{K}$ since $\psi$ commutes with $G_{K}$.
(2) $D=\mathbf{D}(\mathbf{V}(D))$, thus we have existence and uniqueness of $\psi$. The rest is by induction on $n$.

Example 4.30. For $\mathcal{O}_{\mathcal{E}_{0}} \supset \mathcal{O}_{\mathcal{E}_{0}}^{+}=K_{0}\left[\left[\pi_{\varepsilon}\right]\right],[\varepsilon]=1+\pi_{\varepsilon}$, let $x=F\left(\pi_{\varepsilon}\right) \in \mathcal{O}_{\mathcal{E}_{0}}^{+}$, then $\varphi(x)=F\left(\left(1+\pi_{\varepsilon}\right)^{p}-1\right)$. Write

$$
F\left(\pi_{\varepsilon}\right)=\sum_{i=0}^{p-1}(1+\pi)^{i} F_{i}\left(\left(1+\pi_{\varepsilon}\right)^{p}-1\right)
$$

then $\psi\left(F\left(\pi_{\varepsilon}\right)\right)=W(k)\left(\pi_{\varepsilon}\right)$. It is easy to see if $F\left(\pi_{\varepsilon}\right)$ belongs to $W(k)\left[\left[\pi_{\varepsilon}\right]\right]$, $F_{i}\left(\pi_{\varepsilon}\right)$ belongs to $W(k)\left[\left[\pi_{\varepsilon}\right]\right]$ for all $i$. Hence $\psi\left(\mathcal{O}_{\mathcal{E}_{0}}^{+}\right) \subset \mathcal{O}_{\mathcal{E}_{0}}^{+}=W(k)[[\pi]]$. Consequently, $\psi$ is continuous on $\mathcal{E}_{0}$ for the natural topology (the weak topology).

Moreover, we have:

$$
\begin{aligned}
\varphi(\psi(F)) & =F_{0}\left(\left(1+\pi_{\varepsilon}\right)^{p}-1\right)=\frac{1}{p} \sum_{z^{p}=1} \sum_{i=0}^{p-1}\left(z\left(1+\pi_{\varepsilon}\right)\right)^{i} F_{i}\left(\left(z\left(1+\pi_{\varepsilon}\right)\right)^{p}-1\right) \\
& =\frac{1}{p} \sum_{z^{p}=1} F\left(z\left(1+\pi_{\varepsilon}\right)-1\right)
\end{aligned}
$$

Proposition 4.31. If $D$ is an étale $\varphi$-module over $\mathcal{O}_{\mathcal{E}_{0}}$, then $\psi$ is continuous for the weak topology. Thus $\psi$ is continuous for any an étale $\varphi$-module $D$ over $\mathcal{O}_{\mathcal{E}}$ in the weak topology.

Proof. For the first part, choose $e_{1}, e_{2}, \cdots, e_{d}$ in $D$, such that

$$
D=\bigoplus\left(\mathcal{O}_{\mathcal{E}_{0}} / p^{n_{i}}\right) e_{i}, \quad n_{i} \in \mathbb{N} \cup\{\infty\}
$$

Since $D$ is étale, we have $D=\oplus\left(\mathcal{O}_{\mathcal{E}_{0}} / p^{n_{i}}\right) \varphi\left(e_{i}\right)$. Then we have the following diagram:


Now $x \mapsto \psi(x)$ is continuous in $\mathcal{O}_{\mathcal{E}_{0}}$, hence $\psi$ is continuous in $D$.
The second part follows from the fact that $\mathcal{O}_{\mathcal{E}_{E_{K}^{\prime}}}$ is a free module of $\mathcal{O}_{\mathcal{E}_{0}}$ of finite rank, and the remark after Theorem 4.22.

## de Rham representations

### 5.1 Hodge-Tate representations

Recall the Tate module $\mathbb{Z}_{p}(1)=T_{p}\left(\mathbb{G}_{m}\right)$ of multiplicative groups, choose a generator $t$, then $G_{K}$ acts on $\mathbb{Z}_{p}(1)$ through the cyclotomic character $\chi$ :

$$
g(t)=\chi(g) t, \quad \chi: G_{K} \rightarrow \mathbb{Z}_{p}^{*}
$$

For $i \in \mathbb{Z}$, the Tate twist $\mathbb{Z}_{p}(i)=\mathbb{Z}_{p} t^{i}$ is the free $\mathbb{Z}_{p}$-module with $G_{K}$ acts on it also through $\chi^{i}$.

Let $M$ be a $\mathbb{Z}_{p}$-module and $i \in \mathbb{Z}$, Recall the $i$-th Tate twist of $M$ is $M(i)=M \otimes_{\mathbb{Z}_{p}} \mathbb{Z}_{p}(i)$. Then

$$
M \rightarrow M(i), \quad x \mapsto x \otimes t^{i}
$$

is an isomorphism of $\mathbb{Z}_{p}$-modules. Moreover, if $G_{K}$ acts on $M$, it acts on $M(i)$ through

$$
g(x \otimes u)=g x \otimes g u=\chi^{i}(g) g x \otimes u
$$

One sees immediately the above isomorphism in general does not commute with the action of $G_{K}$.

Recall $C=\widehat{\bar{K}}$.
Definition 5.1. The Hodge-Tate ring $B_{\mathrm{HT}}$ is defined to be

$$
B_{\mathrm{HT}}=\bigoplus_{i \in \mathbb{Z}} C(i)=C[t, 1 / t]
$$

where the element $c \otimes t^{i} \in C(i)=C \otimes \mathbb{Z}_{p}(i)$ is denoted by $c t^{i}$, equipped with a multiplicative structure by

$$
c t^{i} \cdot c^{\prime} t^{j}=c c^{\prime} t^{i+j}
$$

We have

$$
B_{\mathrm{HT}} \subset \widehat{B_{\mathrm{HT}}}=C((t))=\left\{\sum_{i=-\infty}^{+\infty} c_{i} t^{i}, c_{i}=0, \text { if } i \ll 0 .\right\}
$$

Proposition 5.2. The ring $B_{\mathrm{HT}}$ is $\left(\mathbb{Q}_{p}, G_{K}\right)$-regular, which means
(1) $B_{\mathrm{HT}}$ is a domain;
(2) $\left(\operatorname{Frac} B_{\mathrm{HT}}\right)^{G_{K}}=\left(B_{\mathrm{HT}}^{G_{K}}\right)=K$;
(3) For every $b \in B_{\mathrm{HT}}, b \neq 0$ such that $g(b) \in \mathbb{Q}_{p} b$, for all $g \in G_{K}$, then $b$ is invertible. and $B_{\mathrm{HT}}^{G_{K}}=K$.

Proof. (1) is trivial.
(2) Note that $B_{\mathrm{HT}} \subset \operatorname{Frac} B_{\mathrm{HT}} \subset \widehat{B_{\mathrm{HT}}}$, it suffices to show that $\left(\widehat{B_{\mathrm{HT}}}\right)^{G_{K}}=$ $K$.

Let $b=\sum_{i \in \mathbb{Z}} c_{i} t^{i}, c_{i} \in C$, then for $g \in G_{K}$,

$$
g(b)=\sum g\left(c_{i}\right) \chi^{i}(g) t^{i}
$$

For all $g \in G_{K}, g(b)=b$, it is necessary and sufficient that each $c_{i} t^{i}$ is fixed by $G_{K}$, i.e., $c_{i} t^{i} \in C(i)^{G_{K}}$. By Corollary 3.56, we have $C^{G_{K}}=K$ and $C(i)^{G_{K}}=0$ if $i \neq 0$. This completes the proof of (2).
(3) Assume $0 \neq b=\sum c_{i} t^{i} \in B_{\mathrm{HT}}$ such that

$$
g(b)=\eta(g) b, \eta(g) \in \mathbb{Q}_{p}, \text { for all } g \in G_{K}
$$

Then $g\left(c_{i}\right) \chi^{i}(g)=\eta(g) c_{i}$ for all $i \in \mathbb{Z}$ and $g \in G_{K}$. Hence

$$
g\left(c_{i}\right)=\left(\eta \chi^{-i}\right)(g) c_{i}
$$

For all $i$ such that $c_{i} \neq 0$, then $\mathbb{Q}_{p} c_{i}$ is a one-dimensional sub $\mathbb{Q}_{p}$-vector space of $C$ stable under $G_{K}$. Thus the one-dimensional representation associated to the character $\eta \chi^{-i}$ is $C$-admissible. This means that, by Sen's theorem, for all $i$ such that $c_{i} \neq 0$ the action of $I_{K}$ through $\eta \chi^{-i}$ is finite, which can be true for at most one $i$. Thus there exists $i_{0} \in \mathbb{Z}$ such that $b=c_{i_{0}} t^{i_{0}}$ with $c_{i_{0}} \neq 0$, hence $b$ is invertible in $B_{\mathrm{HT}}$.

Definition 5.3. We say that a p-adic representation $V$ of $G_{K}$ is Hodge-Tate if it is $B_{\mathrm{HT}}$-admissible.

Let $V$ be any $p$-adic representation, define

$$
\mathbf{D}_{\mathrm{HT}}(V)=\left(B_{\mathrm{HT}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

It is always true that $\operatorname{dim}_{K} \mathbf{D}_{\mathrm{HT}}(V) \leqslant \operatorname{dim}_{\mathbb{Q}_{p}} V$ and
Proposition 5.4. $V$ is Hodge-Tate if and only if the equality

$$
\operatorname{dim}_{K} \mathbf{D}_{\mathrm{HT}}(V)=\operatorname{dim}_{\mathbb{Q}_{p}} V
$$

holds.

Proposition 5.5. For $V$ to be Hodge-Tate, it is necessary and sufficient that the Sen operator $\phi$ of $W=V \otimes_{\mathbb{Q}_{p}} C$ be semi-simple and that its eigenvalues belong to $\mathbb{Z}$.

Proof. If $V$ is Hodge-Tate, then

$$
W_{i}=\left(C(i) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}(-i) \otimes_{K} C
$$

is a subspace of $W$ and $W=\oplus W_{i}$. One sees that $\phi_{W_{i}}$ is just multiplication by $i$ (cf Example 3.26). Therefore the condition is the necessity.

To see it is sufficient, we decompose $W$ into the eigenspaces $W_{i}$ of $\phi$, where $\phi$ is multiplication by $i \in Z$ in $W_{i}$. Then $W_{i}(-i)$ has $\phi=0$ and by Theorem 3.28, we have

$$
W_{i}(-i)=\left(W_{i}(-i)\right)^{G_{K}} \otimes_{K} C
$$

Thus

$$
\operatorname{dim}_{K} \mathbf{D}_{\mathrm{HT}}(V) \geq \sum_{i} \operatorname{dim}_{K}\left(W_{i}(-i)\right)^{G_{K}}=\sum_{i} \operatorname{dim}_{C} W_{i}=\operatorname{dim}_{\mathbb{Q}_{p}} V
$$

and hence $V$ is Hodge-Tate.
For a $p$-adic representation $V$, one sees that $\mathbf{D}_{\mathrm{HT}}$ is actually a graded $K$-vector space since

$$
\mathbf{D}_{\mathrm{HT}}(V)=\bigoplus_{i \in \mathbb{Z}} \operatorname{gr}^{i} \mathbf{D}_{\mathrm{HT}}(V), \text { where } \operatorname{gr}^{i} \mathbf{D}_{\mathrm{HT}}(V)=(C(i) \otimes V)^{G_{K}}
$$

Definition 5.6. The Hodge-Tate number of $V$ is defined to be $h_{i}=\operatorname{dim}(C(-i) \otimes$ $V)^{G_{K}}$.

Example 5.7. Let $E$ be an elliptic curve over $K$, then $V_{p}(E)=\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} T_{p}(E)$ is a 2 -dimensional Hodge-Tate representation, and

$$
\operatorname{dim}\left(C \otimes_{\mathbb{Q}_{p}} V_{p}(E)\right)^{G_{K}}=\operatorname{dim}\left(C(-1) \otimes_{\mathbb{Q}_{p}} V_{p}(E)\right)^{G_{K}}=1
$$

Then the Hodge-Tate number is $\left(1_{0}, 1_{1}\right)$.
Let $V$ be a $p$-adic representation of $G_{K}$, define $\operatorname{gr}^{i} \mathbf{D}_{\mathrm{HT}}^{*}(V)=\left(\mathscr{L}_{\mathbb{Q}_{p}}(V, C(i))\right)^{G_{K}}$, then

$$
\operatorname{gr}^{i} \mathbf{D}_{\mathrm{HT}}^{*} \simeq\left(\mathrm{gr}^{-i} \mathbf{D}_{\mathrm{HT}}\left(V^{*}\right)\right)^{*}
$$

as $K$-vector spaces.
Remark 5.8. A $p$-adic representation $V$ of $G_{K}$ is $\widehat{B_{\mathrm{HT}}}$-admissible if and only if it is $B_{\mathrm{HT}}$-admissible. This is an easy exercise.

## 5.2 de Rham representations

Recall $\widetilde{B}=W(\operatorname{Fr} R)\left[\frac{1}{p}\right] \supset \widehat{\mathcal{E}}{ }^{\text {ur }} \supset \mathcal{E}$ and $W(R) \subset \widetilde{B}$. In this section, we shall define the rings $B_{\mathrm{dR}}^{+}$and $B_{\mathrm{dR}}$ such that $W(R) \subset B_{\mathrm{dR}}^{+} \subset B_{\mathrm{dR}}$.

### 5.2.1 The homomorphism $\theta$.

Let $a=\left(a_{0}, a_{1}, \cdots, a_{m}, \cdots\right) \in W(R)$, where $a_{m} \in R$. Recall that one can write $a_{m}$ in two ways: either

$$
a_{m}=\left(a_{m}^{(r)}\right)_{r \in \mathbb{N}}, a_{m}^{(r)} \in \mathcal{O}_{C},\left(a_{m}^{(r+1)}\right)^{p}=a_{m}^{(r)} ;
$$

or

$$
a_{m}=\left(a_{m, r}\right), a_{m, r} \in \mathcal{O}_{\bar{K}} / p, a_{m, r+1}^{p}=a_{m, r} .
$$

Then $a \mapsto\left(a_{0, n}, a_{1, n}, \cdots, a_{n-1, n}\right)$ gives a natural map $W(R) \rightarrow W_{n}\left(\mathcal{O}_{\bar{K}} / p\right)$. For every $n \in \mathbb{N}$, the following diagram is commutative:

where $f_{n}\left(\left(x_{0}, x_{1}, \cdots, x_{n}\right)\right)=\left(x_{0}^{p}, \cdots, x_{n-1}^{p}\right)$. It is easy to see the natural map

$$
W(R)={\underset{f}{f_{n}}}_{\lim } W_{n}\left(\mathcal{O}_{\bar{K}} / p\right)
$$

is an isomorphism. Moreover, It is also a homeomorphism if the right hand side is equipped with the inverse limit topology of the discrete topology.

Note that $\mathcal{O}_{\bar{K}} / p=\mathcal{O}_{C} / p$. We have a surjective map

$$
W_{n+1}\left(\mathcal{O}_{C}\right) \rightarrow W_{n}\left(\mathcal{O}_{\bar{K}} / p\right), \quad\left(a_{0}, \cdots, a_{n}\right) \mapsto\left(\bar{a}_{0}, \cdots, \bar{a}_{n-1}\right) .
$$

Let $I$ be its kernel, then

$$
I=\left\{\left(p b_{0}, p b_{1}, \cdots, p b_{n-1}, a_{n}\right) \mid b_{i}, a_{n} \in \mathcal{O}_{C}\right\} .
$$

Let $w_{n+1}: W_{n+1}\left(\mathcal{O}_{C}\right) \rightarrow \mathcal{O}_{C}$ be the map which sends $\left(a_{0}, a_{1}, \cdots, a_{n}\right)$ to $a_{0}^{p^{n}}+p a_{1}^{p^{n-1}}+\cdots+p^{n} a_{n}$. Composite $w_{n+1}$ with the quotient map $\mathcal{O}_{C} \rightarrow$ $\mathcal{O}_{C} / p^{n}$, then we get a natural map $W_{n+1}\left(\mathcal{O}_{C}\right) \rightarrow \mathcal{O}_{C} / p^{n}$. Since

$$
w_{n+1}\left(p b_{0}, \cdots, p b_{n-1}, a_{n}\right)=\left(p b_{0}\right)^{p^{n}}+\cdots+p^{n-1}\left(p b_{n-1}\right)^{p}+p^{n} a_{n} \in p^{n} \mathcal{O}_{C}
$$

there is a unique homomorphism

$$
\theta_{n}: W_{n}\left(\mathcal{O}_{\bar{K}} / p\right) \rightarrow \mathcal{O}_{C} / p^{n}
$$

such that the following diagram

is commutative. Furthermore, we have a commutative diagram:


Thus it induces a homomorphisms of rings

$$
\theta: W(R) \longrightarrow \mathcal{O}_{C}
$$

Lemma 5.9. If $x=\left(x_{0}, x_{1}, \cdots, x_{n}, \cdots\right) \in W(R)$ for $x_{n} \in R$ and $x_{n}=$ $\left(x_{n}^{(m)}\right)_{m \in \mathbb{N}}, x_{n}^{(m)} \in \mathcal{O}_{C}$, then

$$
\theta(x)=\sum_{n=0}^{+\infty} p^{n} x_{n}^{(n)}
$$

Thus $\theta$ is a homomorphism of $W$-algebras.
Proof. For $x=\left(x_{0}, x_{1}, \cdots\right)$, the image of $x$ in $W_{n}\left(\mathcal{O}_{\bar{K}} / p\right)$ is $\left(x_{0, n}, x_{1, n}, \cdots, x_{n-1, n}\right)$.
We can pick $x_{i}^{(n)} \in \mathcal{O}_{C}$ as a lifting of $x_{i, n}$, then

$$
\theta_{n}\left(x_{0, n}, \cdots, x_{n-1, n}\right)=\sum_{i=0}^{n-1} p^{i} \overline{\left(x_{i}^{(n)}\right)^{p^{n-i}}}=\sum_{i=0}^{n-1} p^{i} \overline{x_{i}^{(i)}}
$$

since $\left(x_{i}^{(n)}\right)^{p^{r}}=x_{i}^{(n-r)}$. Passing to the limit we have the lemma.
Remark 5.10. If for $x \in W(R)$, write $x$ as $x=\sum_{n} p^{n}\left[x_{n}\right]$ where $x_{n} \in R$ and $\left[x_{n}\right]$ is its Teichmüller representative, then we have

$$
\theta(x)=\sum_{n=0}^{+\infty} p^{n} x_{n}^{(0)}
$$

Proposition 5.11. The homomorphism $\theta$ is surjective.
Proof. For any $a \in \mathcal{O}_{C}$, there exists $x \in R$ such that $x^{(0)}=a$. Let $[x]=$ $(x, 0,0, \cdots)$, then $\theta([x])=x^{(0)}=a$.

Choose $\varpi \in R$ such that $\varpi^{(0)}=-p$. Let $\xi=[\varpi]+p \in W(R)$. Then $\xi=(\varpi, 1,0, \cdots)$ and by Lemma 5.9, $\theta(\xi)=\varpi^{(0)}+p=0$.
Proposition 5.12. The kernel of $\theta, \operatorname{Ker} \theta$ is the principal ideal generated by $\xi$. Moreover, $\bigcap(\operatorname{Ker} \theta)^{n}=0$.

Proof. For the first assertion, it is enough to check that $\operatorname{Ker} \theta \subset(\xi, p)$, because $\mathcal{O}_{C}$ has no $p$-torsion and $W(R)$ is $p$-adically separated and complete. In other words, if $x \in \operatorname{Ker} \theta$ and $x=\xi y_{0}+p x_{1}$, then $\theta(x)=p \theta\left(x_{1}\right)$, hence $x_{1} \in \operatorname{Ker} \theta$. We may construct inductively a sequence $x_{n-1}=\xi y_{n-1}+p x_{n}$, then $x=$ $\xi\left(\sum p^{n} y_{n}\right)$.

Now assume $x=\left(x_{0}, x_{1}, \cdots, x_{n}, \cdots\right) \in \operatorname{Ker} \theta$, then

$$
0=\theta(x)=x_{0}^{(0)}+p \sum_{n=1}^{\infty} p^{n-1} x_{n}^{(n)},
$$

Thus $v\left(x_{0}^{(0)}\right) \geqslant 1=v_{p}(p)$, so $v\left(x_{0}\right) \geqslant 1=v(\varpi)$. Hence there exists $b_{0} \in R$ such that $x_{0}=b_{0} \varpi$. Let $b=\left[b_{0}\right]$, then

$$
\begin{aligned}
x-b \xi & =\left(x_{0}, x_{1}, \cdots\right)-(b, 0, \cdots)(\varpi, 1,0, \cdots) \\
& =\left(x_{0}-b_{0} \varpi, \cdots\right)=\left(0, y_{1}, y_{2}, \cdots\right) \\
& =p\left(y_{1}^{\prime}, y_{2}^{\prime}, \cdots\right) \in p W(R),
\end{aligned}
$$

where $\left(y_{i}^{\prime}\right)^{p}=y_{i}$.
For the second assertion, if $x \in(\operatorname{Ker} \theta)^{n}$ for all $n \in \mathbb{N}$, then $v_{R}(\bar{x}) \geq$ $v_{R}\left(\bar{\xi}^{n}\right) \geq n$. Hence $\bar{x}=0$ and $x=p y \in p W(R)$. Then $p \theta(y)=\theta(x)=0$ and $y \in \operatorname{Ker} \theta$. Replaced $x$ by $x / \xi^{n}$, we see that $y / \xi^{n} \in \operatorname{Ker} \theta$ for all $n$ and thus $y \in \bigcap(\operatorname{Ker} \theta)^{n}$. Repeating this process, $x=p y=p(p z)=\cdots=0$.

### 5.2.2 The rings $B_{\mathrm{dR}}^{+}$and $B_{\mathrm{dR}}$.

Note that $K_{0}=\operatorname{Frac} W=W\left[\frac{1}{p}\right]$, let

$$
W(R)\left[\frac{1}{p}\right]=K_{0} \otimes_{W} W(R) .
$$

We can use the map $x \mapsto 1 \otimes x$ to identify $W(R)$ to a subring of $W(R)\left[\frac{1}{p}\right]$. Note

$$
W(R)\left[\frac{1}{p}\right]=\bigcup_{n=0}^{\infty} W(R) p^{-n}=\underset{n \in \mathbb{N}}{\lim } W(R) p^{-n} .
$$

Then the homomorphism $\theta: W(R) \rightarrow \mathcal{O}_{C}$ extends to a homomorphism of $K_{0}$-algebras $\theta: W(R)\left[\frac{1}{p}\right] \rightarrow C$ which is again surjective and continuous. The kernel is the principal ideal generated by $\xi$.

Definition 5.13. The de Rham ring $B_{\mathrm{dR}}^{+}$is

$$
B_{\mathrm{dR}}^{+}=\lim _{n \in \mathbb{N}} W(R)\left[\frac{1}{p}\right] /(\operatorname{Ker} \theta)^{n}=\lim _{\check{n \in \mathbb{N}}} W(R)\left[\frac{1}{p}\right] /(\xi)^{n}
$$

Since $\operatorname{Ker} \theta$ is a maximal ideal, which is principal and generated by a nonnilpotent element, $B_{\mathrm{dR}}^{+}$is a complete valuation ring whose residue field is $C$.

Remark 5.14. Be careful: there are at least two different topologies on $B_{\mathrm{dR}}^{+}$ that we may consider:
(1). the topology of the discrete valuation ring;
(2). the topology of the inverse limit with the topology induced by the topology of $W(R)\left[\frac{1}{p}\right]$ on each quotient.

We call (2) the natural topology of $B_{\mathrm{dR}}^{+}$. The topology (1) is stronger than (2). Actually from(1) the residue field $C$ is endowed with the discrete topology; from (2), the induced topology on $C$ is the natural topology of $C$.

Definition 5.15.

$$
B_{\mathrm{dR}}:=\operatorname{Frac} B_{\mathrm{dR}}^{+}=B_{\mathrm{dR}}^{+}\left[\frac{1}{\xi}\right]
$$

Since $\bigcap_{n=1}^{\infty} \xi^{n} W(R)\left[\frac{1}{p}\right]=0$, there is an injection

$$
W(R)\left[\frac{1}{p}\right] \hookrightarrow B_{\mathrm{dR}}^{+} .
$$

We can use it to identify $W(R)$ and $W(R)\left[\frac{1}{p}\right]$ to subrings of $B_{\mathrm{dR}}^{+}$.
We have the following important fact:
Proposition 5.16. For the homomorphism $\theta: B_{\mathrm{dR}}^{+} \rightarrow C$ from a complete discrete valuation ring to the residue field of characteristic 0, there exists a section $s: C \rightarrow B_{\mathrm{dR}}^{+}$which is a homomorphism of rings such that $\theta(s(c))=c$ for all $c \in C$.

Remark 5.17. The section $s$ is not unique. The proof uses the axiom of choice (Zorn's lemma).

Moreover, one can prove that:
Exercise 5.18. (1). There is no such $s$ which is continuous in the natural topology.
(2). There is no section $s$ which commutes with the action of $G_{K}$.
(3). For $\bar{K} \subset C$ an algebraic closure of $K$ inside $C$, there exists a unique continuous homomorphism $s: \bar{K} \rightarrow B_{\mathrm{dR}}^{+}$commuting with the action of $G_{K}$ such that $\theta(s(a))=a$, for all $a \in \bar{K}$. We use it to view $\bar{K}$ as a subfield of $B_{\mathrm{dR}}^{+}$, then $\theta: B_{\mathrm{dR}}^{+} \rightarrow C$ is a homomorphism of $\bar{K}$-algebras.

Remark 5.19. (1). Assume $\bar{K} \subset B_{\mathrm{dR}}^{+}$. Note that $\bar{k}$ is the residue field of $\bar{K}$, as well as the residue field of $R$ and $k \subset R$. Thus $W(\bar{k}) \subset W(R)$. Let

$$
P_{0}=W(\bar{k})\left[\frac{1}{p}\right]=\operatorname{Frac} W(\bar{k})
$$

which is the completion of the maximal unramified extension of $K_{0}$ in $C$. We have

$$
P_{0} \subset W(R)\left[\frac{1}{p}\right], \text { and } P_{0} \subset C
$$

and $\theta$ is a homomorphism of $P_{0}$-algebras. Let $\bar{P}=P_{0} \bar{K}$ which is an algebraic closure of $P_{0}$, then

$$
\bar{P} \subset B_{\mathrm{dR}}^{+}
$$

and $\theta$ is also a morphism of $\bar{P}$-algebras.
(2). A theorem by Colmez claims that: $\bar{K}$ is dense in $B_{\mathrm{dR}}^{+}$with a quite complicated topology in $\bar{K}$ induced by the natural topology of $B_{\mathrm{dR}}^{+}$. However it is not dense in $B_{\mathrm{dR}}$.
(3). For any $i \in \mathbb{Z}$, let $\mathrm{Fil}^{i} B_{\mathrm{dR}}$ be the $i$-th power of the maximal ideal of $B_{\mathrm{dR}}^{+}$. Then if $i \geq 0, \mathrm{Fil}^{i} B_{\mathrm{dR}}=\mathfrak{m}_{B_{\mathrm{dR}}^{+}}^{i}$. For $i \in \mathbb{Z}, \mathrm{Fil}^{i} B_{\mathrm{dR}}$ is the free $B_{\mathrm{dR}}^{+}$-module generated by $\xi^{i}$, i.e.,

$$
\operatorname{Fil}^{i} B_{\mathrm{dR}}=B_{\mathrm{dR}}^{+} \xi^{i}, \quad \operatorname{Fil}^{0} B_{\mathrm{dR}}=B_{\mathrm{dR}}^{+}
$$

### 5.2.3 The element $t$.

Recall the element $\varepsilon \in R$ given by $\varepsilon^{(0)}=1$ and $\varepsilon^{(1)} \neq 1$, then $[\varepsilon]-1 \in W(R)$ and

$$
\theta([\varepsilon]-1)=\varepsilon^{(0)}-1=0
$$

Thus $[\varepsilon]-1 \in \operatorname{Ker} \theta=\operatorname{Fil}^{1} B_{\mathrm{dR}}$. Then $(-1)^{n+1} \frac{([\varepsilon]-1)^{n}}{n} \in W(R)\left[\frac{1}{p}\right] \xi^{n}$ and

$$
\log [\varepsilon]=\sum_{n=1}^{\infty}(-1)^{n+1} \frac{([\varepsilon]-1)^{n}}{n} \in B_{\mathrm{dR}}^{+}
$$

We call the above element $t=\log [\varepsilon]$.
Proposition 5.20. The element

$$
t \in \operatorname{Fil}^{1} B_{\mathrm{dR}}, \text { and } t \notin \mathrm{Fil}^{2} B_{\mathrm{dR}}
$$

In other words, $t$ generates the maximal ideal of $B_{\mathrm{dR}}^{+}$.
Proof. That $t \in \operatorname{Fil}^{1} B_{\mathrm{dR}}$ is because

$$
\frac{([\varepsilon]-1)^{n}}{n} \in \operatorname{Fil}^{1} B_{\mathrm{dR}} \text { for all } n \geq 1
$$

Since

$$
\frac{([\varepsilon]-1)^{n}}{n} \in \mathrm{Fil}^{2} B_{\mathrm{dR}} \text { if } n \geq 2,
$$

to prove that $t \notin \operatorname{Fil}^{2} B_{\mathrm{dR}}$, it is enough to check that

$$
[\varepsilon]-1 \notin \mathrm{Fil}^{2} B_{\mathrm{dR}}
$$

Since $[\varepsilon]-1 \in \operatorname{Ker} \theta$, write $[\varepsilon]-1=\lambda \xi$ with $\lambda \in W(R)$, then

$$
[\varepsilon]-1 \notin \mathrm{Fil}^{2} B_{\mathrm{dR}} \Longleftrightarrow \theta(\lambda) \neq 0 \Longleftrightarrow \lambda \notin W(R) \xi
$$

It is enough to check that $[\varepsilon]-1 \notin W(R) \xi^{2}$. Assume the contrary and let $[\varepsilon]-1=\lambda \xi^{2}$ with $\lambda \in W(R)$. Write $\lambda=\left(\lambda_{0}, \lambda_{1}, \lambda_{2}, \cdots\right)$. Since

$$
\xi=(\varpi, 1,0,0, \cdots), \quad \xi^{2}=\left(\varpi^{2}, \cdots\right)
$$

we have $\lambda \xi^{2}=\left(\lambda_{0} \varpi^{2}, \cdots\right)$. But

$$
[\varepsilon]-1=(\varepsilon, 0,0, \cdots)-(1,0,0, \cdots)=(\varepsilon-1, \cdots)
$$

hence $\varepsilon-1=\lambda_{0} \varpi^{2}$ and

$$
v(\varepsilon-1) \geqslant 2
$$

We have computed that $v(\varepsilon-1)=\frac{p}{p-1}<2$ if $p \neq 2$, contradiction. If $p=2$, compute the next term, we will get a contradiction too.

Remark 5.21. We should point out that our $t$ is the $p$-adic analogy of $2 \pi i \in \mathbb{C}$. Although $\exp (t)=[\varepsilon] \neq 1$ in $B_{\mathrm{dR}}^{+}, \theta([\varepsilon])=1$ in $C=\mathbb{C}_{p}$.

Recall $\mathbb{Z}_{p}(1)=T_{p}\left(\mathbb{G}_{m}\right)$, viewed additively. Let $\mathbb{Z}_{p}(1)^{*}=\mathbb{Z}_{p}(1)$, viewed multiplicatively. Then $\mathbb{Z}_{p}(1)^{*}=\left\{\varepsilon^{\lambda}: \lambda \in \mathbb{Z}_{p}\right\}$ is a subgroup of $U_{R}^{+}$, and $\mathbb{Z}_{P}(1)=\mathbb{Z}_{p} t \subset B_{\mathrm{dR}}^{+}$. We have

$$
\log \left([\varepsilon]^{\lambda}\right)=\lambda \log ([\varepsilon])=\lambda t
$$

For any $g \in G_{K}, g(t)=\chi(g) t$ where $\chi$ is the cyclotomic character. Recall

$$
\operatorname{Fil}^{i} B_{\mathrm{dR}}=B_{\mathrm{dR}}^{+} t^{i}=B_{\mathrm{dR}}^{+}(i)
$$

and

$$
B_{\mathrm{dR}}=B_{\mathrm{dR}}^{+}\left[\frac{1}{t}\right]=B_{\mathrm{dR}}^{+}\left[\frac{1}{\xi}\right]
$$

Then

$$
\begin{aligned}
\operatorname{gr} B_{\mathrm{dR}} & =\bigoplus_{i \in \mathbb{Z}} \operatorname{gr}^{i} B_{\mathrm{dR}}=\bigoplus_{i \in \mathbb{Z}} \mathrm{Fil}^{i} B_{\mathrm{dR}} / \mathrm{Fil}^{i+1} B_{\mathrm{dR}} \\
& =\bigoplus_{i \in \mathbb{Z}} B_{\mathrm{dR}}^{+}(i) / t B_{\mathrm{dR}}^{+}(i)=\bigoplus_{i \in \mathbb{Z}} C(i)
\end{aligned}
$$

Hence

Proposition 5.22. gr $B_{\mathrm{dR}}=B_{\mathrm{HT}}=C\left(t, \frac{1}{t}\right) \subset \widehat{B_{\mathrm{HT}}}=C((t))$.
Remark 5.23. If we choose a section $s: C \rightarrow B_{\mathrm{dR}}^{+}$which is a homomorphism of rings and use it to identify $C$ to a subfield of $B_{\mathrm{dR}}^{+}$, then $B_{\mathrm{dR}} \simeq C((t))$. This is not the right way as $s$ is not continuous. Note there is no such an isomorphism which is compatible with the action of $G_{K}$.

Proposition 5.24. $B_{\mathrm{dR}}^{G_{K}}=K$.
Proof. First as $K \subset \bar{K} \subset B_{\mathrm{dR}}^{+} \subset B_{\mathrm{dR}}$, we have

$$
K \subset \bar{K}^{G_{K}} \subset \cdots \subset B_{\mathrm{dR}}^{G_{K}}
$$

Let $0 \neq b \in B_{\mathrm{dR}}^{G_{K}}$, we are asked to show that $b \in K$. For such a $b$, there exists an $i \in \mathbb{Z}$ such that $b \in \operatorname{Fil}^{i} B_{\mathrm{dR}}$ but $b \notin \mathrm{Fil}^{i+1} B_{\mathrm{dR}}$. Denote by $\bar{b}$ the image of $b$ in $\operatorname{gr}^{i} B_{\mathrm{dR}}=C(i)$, then $\bar{b} \neq 0$ and $\bar{b} \in C(i)^{G_{K}}$. Recall that

$$
C(i)^{G_{K}}= \begin{cases}0, & i \neq 0 \\ K, & i=0\end{cases}
$$

then $i=0$ and $\bar{b} \in K \subset B_{\mathrm{dR}}^{+}$. Now $b-\bar{b} \in B_{\mathrm{dR}}^{G_{K}}$ and $b-\bar{b} \in\left(\mathrm{Fil}^{i} B_{\mathrm{dR}}\right)^{G_{K}}$ for some $i \geq 1$, hence $b-\bar{b}=0$.

### 5.2.4 Galois cohomology of $B_{\mathrm{dR}}$

Suppose $K$ is a finite extension of $\mathbb{Q}_{p}$. Recall that we have the following:

## Proposition 5.25. For $i \in \mathbb{Z}$, then

(1) if $i \neq 0$, then $H^{n}\left(G_{K}, C(i)\right)=0$ for all $n$;
(2) if $i=0$, then $H^{n}\left(G_{K}, C\right)=0$ for $n \geq 2, H^{0}\left(G_{K}, C\right)=K$, and $H^{1}\left(G_{K}, C\right)$ is a 1-dimensional $K$-vector space generated by $\log \chi \in$ $H^{1}\left(G_{K}, \mathbb{Q}_{p}\right)$. (i.e, the cup product $x \mapsto x \cup \log \chi$ gives an isomorphism $\left.H^{0}\left(G_{K}, C\right) \simeq H^{1}\left(G_{K}, C\right)\right)$.

Proof. For the case $n=0$, this is just Corollary 3.56.
We claim that $H^{n}\left(H_{K}, C(i)\right)^{\Gamma_{K}}=0$ for $n \geq 0$. Indeed, for any finite Galois extension $L / K_{\infty}$, let $\alpha \in L$ such that $\operatorname{Tr}_{L / K_{\infty}}(\alpha)=1$ and let $c \in$ $H^{n}\left(L / K_{\infty}, C(i)^{G_{L}}\right)$. Set

$$
c^{\prime}\left(g_{1}, \cdots, g_{n-1}\right)=\sum_{h \in \operatorname{Gal}\left(L / K_{\infty}\right)} g_{1} g_{2} \cdots g_{n-1} h(\alpha) c\left(g_{1}, \cdots, g_{n-1}, h\right)
$$

then $d c^{\prime}=c$. Thus $H^{n}\left(H_{K}, C(i)\right)=1$ by passing to the limit.
For $n=1$, using the inflation and restriction exact sequence

$$
0 \longrightarrow H^{1}\left(\Gamma_{K}, C(i)^{H_{K}}\right) \xrightarrow{\mathrm{inf}} H^{1}\left(G_{K}, C(i)\right) \xrightarrow{\text { res }} H^{1}\left(H_{K}, C(i)\right)^{\Gamma_{K}} .
$$

Then the inflation map is actually an isomorphism. We have $C(i)^{H_{K}}=\widehat{K}_{\infty}(i)$. Now $\widehat{K}_{\infty}=K_{n} \oplus X_{n}$ where $X_{n}$ is the set of all elements whose normalized trace in $K_{n}$ is 0 by Proposition A.97. Let $n$ be large enough such that $v_{K}\left(\chi\left(\gamma_{n}\right)-\right.$ 1) $>d$, then $\chi\left(\gamma_{n}\right)^{i} \gamma_{n}-1$ is invertible in $X_{n}$ by Proposition A.97. We have

$$
H^{1}\left(\Gamma_{K_{n}}, \widehat{K}_{\infty}(i)\right)=\frac{\widehat{K}_{\infty}}{\chi^{i}\left(\gamma_{n}\right) \gamma_{n}-1}=\frac{K_{n} \oplus X_{n}}{\chi^{i}\left(\gamma_{n}\right) \gamma_{n}-1}=\frac{K_{n}}{\chi^{i}\left(\gamma_{n}\right) \gamma_{n}-1}
$$

Thus

$$
H^{1}\left(\Gamma_{K_{n}}, \widehat{K}_{\infty}(i)\right)= \begin{cases}K_{n}, & \text { if } i=0 \\ 0, & \text { if } i \neq 0\end{cases}
$$

Using the same method for computing $H^{n}\left(H_{K}, C(i)\right)=1$, as $\widehat{K}_{\infty}(i)$ is a $K$-vector space, we have

$$
H^{i}\left(\operatorname{Gal}\left(K_{n} / K\right), \widehat{K}_{\infty}(i)^{\operatorname{Gal}\left(K_{n} / K\right)}\right)=0, \quad \text { for } i>0
$$

By inflation-restriction again, $H^{1}\left(\Gamma_{K_{n}}, \widehat{K}_{\infty}(i)\right)=0$ for $i \neq 0$ and for $i=0$,

$$
K=H^{1}\left(\Gamma_{K}, \widehat{K}_{\infty}\right)=H^{1}\left(\Gamma_{K}, K\right)=\operatorname{Hom}(\Gamma, K)=K \cdot \log \chi
$$

the last equality is because $\Gamma_{K}$ is pro-cyclic.
For $n \geq 2, H^{n}\left(H_{K}, C(i)\right)=0$. Then just use the exact sequence

$$
1 \longrightarrow H_{K} \longrightarrow G_{K} \longrightarrow \Gamma_{K} \longrightarrow 1
$$

and Hochschild-Serre spectral sequence to conclude.
Proposition 5.26. Suppose $i<j \in \mathbb{Z} \cup\{ \pm \infty\}$, then if $i \geq 1$ or $j \leq 0$,

$$
H^{1}\left(G_{K}, t^{i} B_{\mathrm{dR}}^{+} / t^{j} B_{\mathrm{dR}}^{+}\right)=0
$$

if $i \leq 0$ and $j>0$, then $x \mapsto x \cup \log \chi$ gives an isomorphism

$$
H^{0}\left(G_{K}, t^{i} B_{\mathrm{dR}}^{+} / t^{j} B_{\mathrm{dR}}^{+}\right)(\simeq K) \xrightarrow{\sim} H^{1}\left(G_{K}, t^{i} B_{\mathrm{dR}}^{+} / t^{j} B_{\mathrm{dR}}^{+}\right) .
$$

Proof. Use the long exact sequence in continuous cohomology attached to the exact sequence

$$
0 \longrightarrow t^{i+n} C(\simeq C(i+n)) \longrightarrow t^{i} B_{\mathrm{dR}}^{+} / t^{n+i+1} B_{\mathrm{dR}}^{+} \longrightarrow t^{i} B_{\mathrm{dR}}^{+} / t^{i+n} B_{\mathrm{dR}}^{+} \longrightarrow 0
$$

and use induction on $j-i$ (note that in the base step $j=i+1, t^{i} B_{\mathrm{dR}}^{+} / t^{j} B_{\mathrm{dR}}^{+} \cong$ $C(i)$ ), and Proposition 5.25 to do the computation. This concludes for the case where $i, j$ are finite. For the general case, one proves it by taking limits.

### 5.2.5 de Rham representations.

Note that $B_{\mathrm{dR}}$ is a field containing $K$, therefore containing $\mathbb{Q}_{p}$, and is equipped with an action of $G_{K}$. It is $\left(\mathbb{Q}_{p}, G_{K}\right)$-regular since it is a field. That is, for any $p$-adic representation $V$ of $G_{K}$, let $\mathbf{D}_{\mathrm{dR}}(V)=\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}$, then

$$
\alpha_{V}: B_{\mathrm{dR}} \otimes_{K} \mathbf{D}_{\mathrm{dR}}(V) \rightarrow B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V
$$

is injective.
Definition 5.27. A p-adic representation $V$ of $G_{K}$ is called de Rham if it is $B_{\mathrm{dR}}$-admissible, equivalently if $\alpha_{V}$ is an isomorphism or if $\operatorname{dim}_{K} \mathbf{D}_{\mathrm{dR}}(V)=$ $\operatorname{dim}_{\mathbb{Q}_{p}} V$.

Let $\mathbf{F} \mathbf{i} l_{K}$ be the category of finite dimensional $K$-vector spaces $D$ equipped with a decreasing filtration indexed by $\mathbb{Z}$ which is exhausted and separated. That is,

- $\mathrm{Fil}^{i} D$ are sub $K$-vector spaces of $D$,
- $\mathrm{Fil}^{i+1} D \subset \mathrm{Fil}^{i} D$,
- $\mathrm{Fil}^{i} D=0$ for $i \gg 0$, and $\mathrm{Fil}^{i} D=D$ for $i \ll 0$.

A morphism

$$
\eta: D_{1} \rightarrow D_{2}
$$

between two objects of $\mathbf{F i l}{ }_{K}$ is a $K$-linear map such that

$$
\eta\left(\mathrm{Fil}^{i} D_{1}\right) \subset \mathrm{Fil}^{i} D_{2} \text { for all } i \in \mathbb{Z}
$$

We say $\eta$ is strict or strictly compatible with the filtration if for all $i \in \mathbb{Z}$,

$$
\eta\left(\mathrm{Fil}^{i} D_{1}\right)=\mathrm{Fil}^{i} D_{2} \cap \mathrm{Im} \eta
$$

$\mathbf{F i l}{ }_{K}$ is an additive category.
Definition 5.28. A short exact sequence in $\mathbf{F i l}{ }_{K}$ is a sequence

$$
0 \longrightarrow D^{\prime} \xrightarrow{\alpha} D \xrightarrow{\beta} D^{\prime \prime} \longrightarrow 0
$$

such that:
(1) $\alpha$ and $\beta$ are strict morphisms;
(2) $\alpha$ is injective, $\beta$ is surjective and

$$
\alpha\left(D^{\prime}\right)=\{x \in D \mid \beta(x)=0\}
$$

If $D_{1}$ and $D_{2}$ are two objects in $\mathbf{F i l}{ }_{K}$, we can define $D_{1} \otimes D_{2}$ as

- $D_{1} \otimes D_{2}=D_{1} \otimes_{K} D_{2}$ as $K$-vector spaces;
- $\operatorname{Fil}^{i}\left(D_{1} \otimes D_{2}\right)=\sum_{i_{1}+i_{2}=i} \mathrm{Fil}^{i_{1}} D_{1} \otimes_{K} \mathrm{Fil}^{i_{2}} D_{2}$.

The unit object is $D=K$ with

$$
\mathrm{Fil}^{i} K= \begin{cases}K, & i \leq 0, \\ 0, & i>0 .\end{cases}
$$

If $D$ is an object in $\mathbf{F i l}_{K}$, we can also define its dual $D^{*}$ by

- $D^{*}=\mathscr{L}_{K}(D, K)$ as a $K$-vector space;
- $\mathrm{Fil}^{i} D^{*}=\left(\mathrm{Fil}^{-i+1} D\right)^{\perp}=\left\{f: D \rightarrow K \mid f(x)=0, \forall x \in \mathrm{Fil}^{-i+1} D\right\}$.

If $V$ is any $p$-adic representation of $G_{K}$, then $\mathbf{D}_{\mathrm{dR}}(V)$ is a filtered $K$-vector space, with

$$
\mathrm{Fil}^{i} \mathbf{D}_{\mathrm{dR}}(V)=\left(\mathrm{Fil}^{i} B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}} .
$$

Theorem 5.29. Denote by $\operatorname{Rep}_{\mathbb{Q}_{p}}^{\mathrm{dR}}\left(G_{K}\right)$ the category of $p$-adic representations of $G_{K}$ which are de Rham. Then $\mathbf{D}_{\mathrm{dR}}: \boldsymbol{R e p}_{\mathbb{Q}_{p}}^{\mathrm{dR}}\left(G_{K}\right) \rightarrow \mathbf{F i l}_{K}$ is an exact, faithful and tensor functor.

Proof. One needs to show that
(i) For an exact sequence $0 \rightarrow V^{\prime} \rightarrow V \rightarrow V^{\prime \prime} \rightarrow 0$ of de Rham representations, then

$$
0 \rightarrow \mathbf{D}_{\mathrm{dR}}\left(V^{\prime}\right) \rightarrow \mathbf{D}_{\mathrm{dR}}(V) \rightarrow \mathbf{D}_{\mathrm{dR}}\left(V^{\prime \prime}\right) \rightarrow 0
$$

is a short exact sequence of filtered $K$-vector spaces.
(ii) If $V_{1}, V_{2}$ are de Rham representations, then

$$
\mathbf{D}_{\mathrm{dR}}\left(V_{1}\right) \otimes \mathbf{D}_{\mathrm{dR}}\left(V_{2}\right) \xrightarrow{\sim} \mathbf{D}_{\mathrm{dR}}\left(V_{1} \otimes V_{2}\right)
$$

is an isomorphism of filtered $K$-vector spaces.
(iii) If $V$ is de Rham, then $V^{*}=\mathscr{L}_{\mathbb{Q}_{p}}\left(V, \mathbb{Q}_{p}\right)$ and

$$
\mathbf{D}_{\mathrm{dR}}\left(V^{*}\right) \cong\left(\mathbf{D}_{\mathrm{dR}}(V)\right)^{*}
$$

as filtered $K$-vector spaces.
For the proof of (i), one always has

$$
0 \rightarrow \mathbf{D}_{\mathrm{dR}}\left(V^{\prime}\right) \rightarrow \mathbf{D}_{\mathrm{dR}}(V) \rightarrow \mathbf{D}_{\mathrm{dR}}\left(V^{\prime \prime}\right),
$$

the full exactness follows from the equality

$$
\operatorname{dim}_{K} \mathbf{D}_{\mathrm{dR}}(V)=\operatorname{dim}_{K} \mathbf{D}_{\mathrm{dR}}\left(V^{\prime}\right)+\operatorname{dim}_{K} \mathbf{D}_{\mathrm{dR}}\left(V^{\prime \prime}\right)
$$

For (ii), the injections $V_{i} \rightarrow V_{1} \otimes V_{2}$ induces natural injections $\mathbf{D}_{\mathrm{dR}}\left(V_{i}\right) \rightarrow$ $\mathbf{D}_{\mathrm{dR}}\left(V_{1} \otimes V_{2}\right)$, thus we have an injection

$$
\mathbf{D}_{\mathrm{dR}}\left(V_{1}\right) \otimes \mathbf{D}_{\mathrm{dR}}\left(V_{2}\right) \hookrightarrow \mathbf{D}_{\mathrm{dR}}\left(V_{1} \otimes V_{2}\right) .
$$

By considering the dimension, this injection must also be surjective and $V_{1} \otimes V_{2}$ must be de Rham.
(iii) follows from

$$
\begin{aligned}
\mathbf{D}_{\mathrm{dR}}\left(V^{*}\right) & =\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} \operatorname{Hom}_{\mathbb{Q}_{p}}\left(V, \mathbb{Q}_{p}\right)\right)^{G_{K}} \cong \operatorname{Hom}_{B_{\mathrm{dR}}}\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V, B_{\mathrm{dR}}\right)^{G_{K}} \\
& \cong \operatorname{Hom}_{K}\left(\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}, K\right)=\mathbf{D}_{\mathrm{dR}}(V)^{*}
\end{aligned}
$$

Let $V$ be a de Rham representation. By the above Theorem, then

$$
\left(\operatorname{Fil}^{i+1} B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}=\operatorname{Fil}^{i+1} \mathbf{D}_{\mathrm{dR}}(V)
$$

For the short exact sequence

$$
0 \rightarrow \mathrm{Fil}^{i+1} B_{\mathrm{dR}} \rightarrow \mathrm{Fil}^{i} B_{\mathrm{dR}} \rightarrow C(i) \rightarrow 0
$$

if tensoring with $V$ we get

$$
0 \rightarrow \mathrm{Fil}^{i+1} B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V \rightarrow \mathrm{Fil}^{i} B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V \rightarrow C(i) \otimes_{\mathbb{Q}_{p}} V \rightarrow 0
$$

Take the $G_{K}$-invariant, we get

$$
0 \rightarrow \mathrm{Fil}^{i+1} \mathbf{D}_{\mathrm{dR}}(V) \rightarrow \operatorname{Fil}^{i} \mathbf{D}_{\mathrm{dR}}(V) \rightarrow\left(C(i) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

Thus

$$
\operatorname{gr}^{i} \mathbf{D}_{\mathrm{dR}}(v)=\operatorname{Fil}^{i} \mathbf{D}_{\mathrm{dR}}(V) / \operatorname{Fil}^{i+1} \mathbf{D}_{\mathrm{dR}}(V) \hookrightarrow\left(C(i) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

Hence,

$$
\bigoplus_{i \in \mathbb{Z}} \operatorname{gr}^{i} \mathbf{D}_{\mathrm{dR}}(v) \hookrightarrow \bigoplus_{i \in \mathbb{Z}}\left(C(i) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}=\left(B_{\mathrm{HT}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

Then
Proposition 5.30. A p-adic representation $V$ is de Rham implies that $V$ is Hodge-Tate and

$$
\operatorname{dim}_{K} \mathbf{D}_{\mathrm{dR}}(V)=\sum_{i \in \mathbb{Z}} \operatorname{dim}_{K} \operatorname{gr}^{i} \mathbf{D}_{\mathrm{dR}}(V)
$$

Proposition 5.31. (1). There exists a p-adic representation $V$ of $G_{K}$ which is a nontrivial extension of $\mathbb{Q}_{p}(1)$ by $\mathbb{Q}_{p}$, i.e. there exists a non-split exact sequence of $p$-adic representations

$$
0 \rightarrow \mathbb{Q}_{p} \rightarrow V \rightarrow \mathbb{Q}_{p}(1) \rightarrow 0
$$

(2). Such a representation $V$ is a Hodge-Tate representation.
(3). Such a representation $V$ is not a de Rham representation.

Proof. (1) is an exercise on Galois cohomology. It is enough to prove it for $K=\mathbb{Q}_{p}$. In this case $\operatorname{Ext}^{1}\left(\mathbb{Q}_{p}(1), \mathbb{Q}_{p}\right)=H_{\text {cont }}^{1}\left(K, \mathbb{Q}_{p}(-1)\right) \neq 0$ is nontrivial.
(2) is again an exercise on Galois cohomology: $H_{\text {cont }}^{1}(K, C(i))=0$ if $i \neq 0$.
(3) is not so easy!

Remark 5.32. Any extension of $\mathbb{Q}_{p}$ by $\mathbb{Q}_{p}(1)$ is de Rham. (Kummer Theory)

### 5.2.6 A digression.

Let $E$ be any field of characteristic 0 and $X$ a projective (or proper) smooth algebraic variety over $E$. Consider the complex

$$
\Omega_{X / E}^{\bullet}: \mathcal{O}_{X / E} \rightarrow \Omega_{X / E}^{1} \rightarrow \Omega_{X / E}^{2} \rightarrow \cdots
$$

define the de Rham cohomology group $H_{\mathrm{dR}}^{m}(X / E)$ to be the hyper cohomology $\mathbb{H}^{m}\left(\Omega_{X / E}^{\bullet}\right)$ for each $m \in \mathbb{N}$, then it is a finite dimensional $E$-vector space equipped with the Hodge filtration.

Given an embedding $\sigma: E \hookrightarrow \mathbb{C}$, then $X(\mathbb{C})$ is an analytic manifold. The singular cohomology $H^{m}(X(\mathbb{C}), \mathbb{Q})$ is defined to be the dual of $H_{m}(X(\mathbb{C}), \mathbb{Q})$ which is a finite dimensional $\mathbb{Q}$-vector space. The Comparison Theorem claims that there exists a canonical isomorphism (classical Hodge structure)

$$
\mathbb{C} \otimes_{\mathbb{Q}} H^{m}(X(\mathbb{C}), \mathbb{Q}) \simeq \mathbb{C} \otimes_{E} H_{\mathrm{dR}}^{m}(X / E)
$$

We now consider the $p$-adic analogue. Assume $E=K$ is a $p$-adic field and $\ell$ is a prime number. Then for each $m \in \mathbb{N}$, the étale cohomology group $H_{\text {et }}^{m}\left(X_{\bar{K}, \mathbb{Q}_{\ell}}\right)$ is an $\ell$-adic representation of $G_{K}$ which is potentially semi-stable if $\ell \neq p$. When $\ell=p$, we have
Theorem 5.33 (Tsuji, Faltings). The representation $H_{\text {ett }}^{m}\left(X_{\bar{K}, \mathbb{Q}_{p}}\right)$ is a de Rham representation and there is a canonical isomorphism of filtered $K$-vector spaces:

$$
\mathbf{D}_{\mathrm{dR}}\left(H_{\mathrm{et}}^{m}\left(X_{\bar{K}, \mathbb{Q}_{p}}\right)\right) \simeq H_{\mathrm{dR}}^{m}(X / K)
$$

and the identification

$$
B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} H_{\mathrm{et}}^{m}\left(X_{\bar{K}, \mathbb{Q}_{p}}\right)=B_{\mathrm{dR}} \otimes_{K} H_{\mathrm{dR}}^{m}(X / K)
$$

gives rise to the notion of p-adic Hodge structure.
We should point out that our $t$ is the $p$-adic analogy of $2 \pi i \in \mathbb{C}$. Although $\exp (t)=[\varepsilon] \neq 1$ in $B_{\mathrm{dR}}^{+}, \theta([\varepsilon])=1$ in $C=\mathbb{C}_{p}$.

Let $\ell$ be a prime number. Let $G_{\mathbb{Q}}=\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$. For $p$ a prime number, let $G_{p}=\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right)$ and $I_{p}$ be the inertia group. Choose an embedding $\overline{\mathbb{Q}} \hookrightarrow \overline{\mathbb{Q}}_{p}$, then $I_{p} \subset G_{p} \hookrightarrow G_{\mathbb{Q}}$.

Definition 5.34. An $\ell$-adic representation $V$ of $G_{\mathbb{Q}}$ is geometric if
(1) It is unramified away from finitely many p's: let $\rho: G_{\mathbb{Q}} \rightarrow A u t_{\mathbb{Q}_{l}}(V)$ be the representation, it unramified at $p$ means that $\rho\left(I_{p}\right)=1$ or $I_{p} \subset \operatorname{Ker} \rho$.
(2) The representation is de Rham at $p=\ell$.

Conjecture 5.35 (Fontaine-Mazur). Geometric representations are exactly "the representations coming from algebraic geometry".

### 5.3 Overconvergent ( $\varphi, \Gamma$ )-modules

In this section, we let

$$
\begin{array}{ll}
A=\mathcal{O}_{\widehat{\mathcal{E u r}}}, & B=\widehat{\mathcal{E}^{\mathrm{ur}}}, \\
\widetilde{A}=W(\operatorname{Fr} R), & \widetilde{B}=\operatorname{Frac}(\widetilde{A})=W(\operatorname{Fr} R)\left[\frac{1}{p}\right] .
\end{array}
$$

### 5.3.1 Overconvergent elements.

Definition 5.36. (1) For $x=\sum_{i=0}^{+\infty} p^{i}\left[x_{i}\right] \in \widetilde{A}, x_{i} \in \operatorname{Fr} R, k \in \mathbb{N}$, define

$$
w_{k}(x):=\inf _{i \leq k} v\left(x_{i}\right)
$$

(One checks easily that $w_{k}(x) \geq v(\alpha), \alpha \in \operatorname{Fr} R$, if and only if $[\alpha] x \in W(R)+$ $\left.p^{k+1} \widetilde{A}\right)$.
(2) For a real number $r>0$, define

$$
v^{(0, r]}(x):=\inf _{k \in \mathbb{N}} w_{k}(x)+\frac{k}{r}=\inf _{k \in \mathbb{N}} v\left(x_{k}\right)+\frac{k}{r} \in \mathbb{R} \cup\{ \pm \infty\}
$$

(3) Define $\widetilde{A}^{(0, r]}:=\left\{x \in \widetilde{A}: \lim _{k \rightarrow+\infty}\left(v\left(x_{k}\right)+\frac{k}{r}\right)=\lim _{k \rightarrow+\infty}\left(w_{k}(x)+\frac{k}{r}\right)=\right.$ $+\infty\}$.
Proposition 5.37. $\widetilde{A}^{(0, r]}$ is a ring and $v=v^{(0, r]}$ satisfies the following properties:
(1) $v(x)=+\infty \Leftrightarrow x=0$;
(2) $v(x y) \geq v(x)+v(y)$;
(3) $v(x+y) \geq \inf (v(x), v(y))$;
(4) $v(p x)=v(x)+\frac{1}{r}$;
(5) $v([\alpha] x)=v(\alpha)+v(x)$ if $\alpha \in \operatorname{Fr} R$;
(6) $v(g(x))=v(x)$ if $g \in G_{K_{0}}$;
(7) $v^{\left(0, p^{-1} r\right]}(\varphi(x))=p v^{(0, r]}(x)$.

Proof. This is an easy exercise.
Lemma 5.38. Given $x=\sum_{k=0}^{+\infty} p^{k}\left[x_{k}\right] \in \widetilde{A}$, the following conditions are equivalent:
(1) $\sum_{k=0}^{+\infty} p^{k}\left[x_{k}\right]$ converges in $B_{\mathrm{dR}}^{+}$;
(2) $\sum_{k=0}^{+\infty} p^{k} x_{k}^{(0)}$ converges in $C$;
(3) $\lim _{k \rightarrow+\infty}\left(k+v\left(x_{k}\right)\right)=+\infty$;
(4) $x \in \widetilde{A}^{(0,1]}$.

Remark 5.39. We first note that if $x \in \operatorname{Fr} R$, then $[x] \in B_{\mathrm{dR}}^{+}$. Indeed, let $v(x)=-m$. Recall $\xi=[\varpi]+p \in W(R)$, where $\varpi \in R$ and $\varpi^{(0)}=-p$, is a generator of $\operatorname{Ker} \theta$. Then $x=\varpi^{-m} y$ for $y \in R$. Thus

$$
[x]=[\varpi]^{-m}[y]=p^{-m}\left(\frac{\xi}{p}-1\right)^{-m}[y] \in B_{\mathrm{dR}}^{+}
$$

Proof. (3) $\Leftrightarrow(4)$ is by definition of $\widetilde{A}^{(0, r]} \cdot(2) \Leftrightarrow(3)$ is by definition of $v$. (1) $\Rightarrow(2)$ is by the continuity of $\theta: B_{\mathrm{dR}}^{+} \rightarrow C$. So it remains to show (2) $\Rightarrow(1)$.

We know that

$$
a_{k}=k+\left[v\left(x_{k}\right)\right] \rightarrow+\infty \text { if } k \rightarrow+\infty
$$

Write $x_{k}=\varpi^{a_{k}-k} y_{k}$, then $y_{k} \in R$. We have

$$
p^{k}\left[x_{k}\right]=\left(\frac{p}{[\varpi]}\right)^{k}[\varpi]^{a_{k}}\left[y_{k}\right]=p^{a_{k}}\left(\frac{\xi}{p}-1\right)^{a_{k}-k}\left[y_{k}\right]
$$

By expanding $(1-x)^{t}$ into power series, we see that

$$
p^{a_{k}}\left(\frac{\xi}{p}-1\right)^{a_{k}-k} \in p^{a_{k}-m} W(R)+(\operatorname{Ker} \theta)^{m+1}
$$

for all $m$. Thus, $a_{k} \rightarrow+\infty$ implies that $p^{k}\left[x_{k}\right] \rightarrow 0 \in B_{\mathrm{dR}}^{+} /(\operatorname{Ker} \theta)^{m+1}$ for every $m$, and therefore also in $B_{\mathrm{dR}}^{+}$by the definition of the topology of $B_{\mathrm{dR}}^{+}$.

Remark 5.40. We just proved that $\widetilde{A}^{(0,1]}=B_{\mathrm{dR}}^{+} \cap \widetilde{A}$, and we can use the isomorphism

$$
\varphi^{-n}: \widetilde{A}^{\left(0, p^{-n}\right]} \xrightarrow{\sim} \widetilde{A}^{(0,1]}
$$

to embed $\widetilde{A}^{(0, r]}$ in $B_{\mathrm{dR}}^{+}$, for $r \geq p^{-n}$.
Define

$$
\widetilde{A}^{\dagger}:=\bigcup_{r>0} \widetilde{A}^{(0, r]}=\left\{x \in \widetilde{A}: \varphi^{-n}(x) \text { converges in } B_{\mathrm{dR}}^{+} \text {for } n \gg 0\right\}
$$

Lemma 5.41. $x=\sum_{k=0}^{+\infty} p^{k}\left[x_{k}\right]$ is a unit in $\widetilde{A}^{(0, r]}$ if and only if $x_{0} \neq 0$ and $v\left(\frac{x_{k}}{x_{0}}\right)>-\frac{k}{r}$ for all $k \geq 1$. In this case, $v^{(0, r]}(x)=v(x)=v\left(x_{0}\right)$.

Proof. The only if part is an easy exercise. Now if $x=\sum_{k=0}^{+\infty} p^{k}\left[x_{k}\right]$ is a unit in $\widetilde{A}^{(0, r]}$, suppose $y=\sum_{k=0}^{+\infty} p^{k}\left[y_{k}\right]$ is its inverse. Certainly $x_{0} \neq 0$. As

$$
\lim _{k \rightarrow \infty} v\left(x_{k}\right)+\frac{k}{r}=+\infty, \quad \lim _{k \rightarrow \infty} v\left(y_{k}\right)+\frac{k}{r}=+\infty
$$

there are only finite number of $x_{k}$ and $y_{j}$ such that $v\left(x_{k}\right)+\frac{k}{r}=v^{(0, r]}(x)=$ $v(x)$ and $v\left(x_{j}\right)+\frac{k}{r}=v^{(0, r]}(y)=v(y)$. Suppose $m, n$ are maximal such that $v\left(x_{m}\right)+\frac{m}{r}=v(x)$ and $v\left(y_{n}\right)+\frac{n}{r}=v(y)$. Compare the coefficients of $p^{m+n}$ in $x y=1$, if $m+n>1$, then

$$
\left[x_{m+n}\right]+\cdots+\left[x_{m} y_{n}\right]+\cdots\left[y_{m+n}\right]=0
$$

Hence

$$
v\left(x_{m} y_{n}\right)+\frac{m+n}{r} \geq \min _{\substack{i+j=m+n \\ i \neq m}}\left\{v\left(x_{i} y_{j}\right)+\frac{m+n}{r}\right\}>v\left(x_{m} y_{n}\right)+\frac{m+n}{r}
$$

a contradiction. Thus $m=n=0$ and for $k>0, v\left(x_{k}\right)+\frac{k}{r}>v\left(x_{0}\right)$ or equivalently, $v\left(\frac{x_{k}}{x_{0}}\right)>-\frac{k}{r}$.

Set

$$
\widetilde{B}^{(0, r]}=\widetilde{A}^{(0, r]}\left[\frac{1}{p}\right]=\bigcup_{n \in \mathbb{N}} p^{-n} \widetilde{A}^{(0, r]}
$$

endowed with the topology of inductive limit, and

$$
\widetilde{B}^{\dagger}=\bigcup_{r>0} \widetilde{B}^{(0, r]}
$$

again with the topology of inductive limit. By the above lemma, we have
Theorem 5.42. $\widetilde{B}^{\dagger}$ is a subfield of $\widetilde{B}$, stable by $\varphi$ and $G_{K_{0}}$, both acting continuously.
$\widetilde{B}^{\dagger}$ is called the field of overconvergent elements.
Definition 5.43. (1) $B^{\dagger}=\widetilde{B}^{\dagger} \cap B, A^{\dagger}=\widetilde{A}^{\dagger} \cap B$ (so $B^{\dagger}$ is a subfield of $B$ stable by $\varphi$ and $\left.G_{\mathbb{Q}_{p}}\right), A^{(0, r]}=\widetilde{A}^{(0, r]} \cap B$.
(2) If $\Lambda \in\left\{A, B, \widetilde{A}^{\dagger}, \widetilde{B}^{\dagger}, A^{\dagger}, B^{\dagger}, A^{(0, r]}, B^{(0, r]}\right\}$, define $\Lambda_{K}=\Lambda^{H_{K}^{\prime}}$. For example $A_{K}=\mathcal{O}_{\mathcal{E}_{E_{K}^{\prime}}}$ and $A_{K}^{(0, r]}=\widetilde{A}^{(0, r]} \cap \mathcal{O}_{\mathcal{E}_{E_{K}^{\prime}}}$.
(3) If $\Lambda \in\left\{A, B, A^{\dagger}, B^{\dagger}, A^{(0, r]}, B^{(0, r]}\right\}$, and $n \in \mathbb{N}$, define $\Lambda_{K, n}=$ $\varphi^{-n}\left(\Lambda_{K}\right) \subset \widetilde{B}$.

We now want to make $A_{K}^{(0, r]}$ more concrete. We know that
$A_{K_{0}}=\mathcal{O}_{\mathcal{E}_{0}}=\widehat{\mathcal{O}_{K_{0}}\left(\left(\pi_{\varepsilon}\right)\right)}=\left\{\sum_{n=-\infty}^{+\infty} \lambda_{n} \pi_{\varepsilon}^{n} \mid \lambda_{n} \in \mathcal{O}_{K_{0}}=W(k), \lambda_{n} \rightarrow 0\right.$ when $\left.n \rightarrow-\infty\right\}$,
and $\left.B_{K_{0}}=\widehat{K_{0}\left(\left(\pi_{\varepsilon}\right)\right.}\right)$, where $\pi_{\varepsilon}=[\varepsilon]-1$.
Consider the extension $E_{K}^{\prime} / E_{0}$. There are two cases.
(1): If $E_{K}^{\prime} / E_{0}$ is unramified, then $E_{K}^{\prime}=k^{\prime}\left(\left(\pi_{\varepsilon}\right)\right)$ where $k^{\prime}$ is a finite Galois extension over $k$. Then $F^{\prime}=\operatorname{Frac} W\left(k^{\prime}\right) \subset K^{c y c}$ and

$$
A_{K}=\mathcal{O}_{\mathcal{E}_{E_{K}^{\prime}}}=\left\{\sum_{n=-\infty}^{+\infty} \lambda_{n} \pi_{\varepsilon}^{n} \mid \lambda_{n} \in \mathcal{O}_{F^{\prime}}=W\left(k^{\prime}\right), \lambda_{n} \rightarrow 0 \text { when } n \rightarrow-\infty\right\}
$$

Let $\tilde{\pi}_{K}=\pi_{\varepsilon}$ in this case.
(2) In general, let the residue field of $E_{K}^{\prime}=k^{\prime}$ and $F^{\prime}=\operatorname{Frac} W\left(k^{\prime}\right) \subset K^{c y c}$, let $\pi_{K}$ be a uniformizer of $E_{K}^{\prime}=k^{\prime}\left(\left(\pi_{K}\right)\right)$, and let $\bar{P}_{K}(X) \in E_{F^{\prime}}^{\prime}[X]=k^{\prime}((\pi))[X]$ be a minimal polynomial of $\pi_{K}$. Let $P_{K}(X) \in \mathcal{O}_{F^{\prime}}[[\pi]][X]$ be a lifting of $\bar{P}_{K}$. By Hensel's lemma, there exists a unique $\tilde{\pi}_{K} \in A_{K}$ such that $P_{K}\left(\tilde{\pi}_{K}\right)=0$ and $\pi_{K}=\tilde{\pi}_{K} \bmod p$.

Lemma 5.44. If we define

$$
r_{K}=\left\{\begin{array}{lc}
1, & \text { if in case }(1) \\
\left(2 v\left(\mathfrak{D}_{E_{K}^{\prime} / E_{F^{\prime}}^{\prime}}\right)\right)^{-1}, & \text { otherwise }
\end{array}\right.
$$

where $\mathfrak{D}$ is the different of $E_{K}^{\prime} / E_{F^{\prime}}^{\prime}$, then $\pi_{K}$ and $P_{K}^{\prime}\left(\tilde{\pi}_{K}\right)$ are units in $A_{K}^{(0, r]}$ for all $0<r<r_{K}$.

Proof. We first show the case (1). We have $\pi_{\varepsilon}=[\varepsilon-1]+p\left[x_{1}\right]+p^{2}\left[x_{2}\right]+\cdots$, where $x_{i}$ is a polynomial in $\varepsilon^{p^{-i}}-1$ with coefficients in $\mathbb{Z}$ and no constant term. Then $v\left(x_{i}\right) \geq v\left(\varepsilon^{p^{-i}}-1\right)=\frac{1}{(p-1) p^{i-1}}$. This implies that $\pi_{\varepsilon}=[\varepsilon-1]\left(1+p\left[a_{1}\right]+\right.$ $\left.p^{2}\left[a_{2}\right]+\cdots\right)$, with $v\left(a_{1}\right)=v\left(x_{1}\right)-v(\varepsilon-1) \geq-1$ and $v\left(a_{i}\right) \geq-v(\varepsilon-1) \geq-i$ for $i \geq 2$. By Lemma 5.41, $\pi_{\varepsilon}$ is a unit in $A_{K}^{(0, r]}$ for $0<r<1$.

In general, we have $\tilde{\pi}_{K}=\left[\pi_{K}\right]+p\left[\alpha_{1}\right]+p^{2}\left[\alpha_{2}\right]+\cdots$ and $v\left(\pi_{K}\right)=$ $\frac{1}{e} v(\pi)=\frac{p}{e(p-1)}$ where $e=\left[E_{K}^{\prime}: E_{F^{\prime}}^{\prime}\right]$ is the ramification index. Then $v\left(\frac{\alpha_{i}}{\pi_{K}}\right) \geq-v\left(\pi_{K}\right)=-\frac{p}{e(p-1)}$. Thus $\tilde{\pi}_{K}$ is a unit $A_{K}^{(0, r]}$ for $0<r<\frac{e(p-1)}{p}$. It is easy to check $\frac{e(p-1)}{p} \geq\left(2 v\left(\mathfrak{D}_{E_{K}^{\prime} / E_{F^{\prime}}^{\prime}}\right)^{-1}\right.$.

Similarly, $P_{K}^{\prime}\left(\tilde{\pi}_{K}\right)=\left[\bar{P}_{K}^{\prime}\left(\pi_{K}\right)\right]+p\left[\beta_{1}\right]+p^{2}\left[\beta_{2}\right]+\cdots$, and

$$
v\left(\frac{\beta_{i}}{\bar{P}_{K}^{\prime}\left(\pi_{K}\right)}\right) \geq-v\left(\bar{P}_{K}^{\prime}\left(\pi_{K}\right)\right)=-v\left(\mathfrak{D}_{E_{K}^{\prime} / E_{F^{\prime}}^{\prime}}\right)
$$

while the last equality follows from Proposition A.73. Thus $P_{K}^{\prime}\left(\tilde{\pi}_{K}\right)$ a unit $A_{K}^{(0, r]}$ for $0<r<\left(2 v\left(\mathfrak{D}_{E_{K}^{\prime} / E_{F^{\prime}}^{\prime}}\right)^{-1}\right.$.
Proposition 5.45. (1) $A_{K}=\left\{\sum_{n \in \mathbb{Z}} a_{n} \tilde{\pi}_{K}^{n}: a_{n} \in \mathcal{O}_{F^{\prime}}, \lim _{n \rightarrow-\infty} v\left(a_{n}\right)=+\infty\right\}$;
(2) If $0<r<r_{K}$, then

$$
A_{K}^{(0, r]}=\left\{\sum_{n \in \mathbb{Z}} a_{n} \tilde{\pi}_{K}^{n}: a_{n} \in \mathcal{O}_{F^{\prime}}, \lim _{n \rightarrow-\infty}\left(v\left(a_{n}\right)+\operatorname{rnv}\left(\pi_{K}\right)\right)=+\infty\right\}
$$

So $f \mapsto f\left(\pi_{K}\right)$ is an isomorphism from bounded analytic functions on the annulus $0<v_{p}(T) \leq r v\left(\pi_{K}\right)$ to the ring $B_{K}^{(0, r]}$.

Proof. (1) follows from the structure of $A_{K}=\mathcal{O}_{\mathcal{E}_{E_{K}^{\prime}}}$ in Chapter 5??.
For (2), we need to show that $\sum_{n<0} a_{n} \tilde{\pi}_{K}^{n} \in A_{K}^{(0, r]}$ if and only if it satisfies the given condition. For $x=\sum_{n<0} a_{n} \tilde{\pi}_{K}^{n}$, for $k \in \mathbb{N}$, let $y_{k}=p^{-k} \sum_{v\left(a_{n}\right)=k} a_{n} \tilde{\pi}_{K}^{n}$, then $x=\sum_{k \geq 0} p^{k} y_{k}$. Let $n_{k}=\min \left\{n \mid v\left(a_{n}\right)=k\right\}$. One has

$$
y^{k}=\frac{a_{n_{k}}}{p^{k}} \tilde{\pi}_{K}^{n_{k}}\left(1+\sum_{\substack{n>n_{k} \\ v\left(a_{n}\right)=k}} \frac{a_{n}}{a_{n_{k}}} \tilde{\pi}_{K}^{n-n_{k}}\right) .
$$

Note that the first and the last factor in the above equality are units in $A_{K}$, then $w_{i}\left(y_{k}\right)=w_{i}\left(\tilde{\pi}_{K}^{n_{k}}\right)$ for $i \in \mathbb{N}$. As a result,

$$
w_{0}\left(y_{k}\right)=n_{k} v\left(\pi_{K}\right), \quad w_{i}\left(y_{k}\right) \geq\left(n_{k}-i\right) v\left(\pi_{K}\right) \text { for } i \geq 1
$$

We now have

$$
w_{k}(x) \geq \min _{0 \leq i \leq k} w_{k}\left(p^{i} y_{i}\right)=\min _{0 \leq i \leq k} w_{k-i}\left(y_{i}\right) \geq \min _{0 \leq i \leq k}\left(n_{i}-k+i\right) v\left(\pi_{K}\right)
$$

and the equality $w_{k}(x)=n_{k} v\left(\pi_{K}\right)$ holds if $w_{0}\left(y_{k}\right)<w_{k-i}\left(y_{i}\right)$ for all $0 \leq i \leq$ $k-1$. We rewrite the above inequality as

$$
w_{k}(x)+\frac{k}{r} \geq \min _{0 \leq i \leq k}\left(n_{i} v\left(\pi_{K}\right)+\frac{i}{r}\right)+(k-i)\left(\frac{1}{r}-v\left(\pi_{K}\right)\right) .
$$

Lemma 5.46. Suppose $s>0,\left\{u_{k}\right\}$ and $\left\{v_{k}\right\}$ are two sequences in $\mathbb{R}$ satisfying the following two conditions:
(1) $v_{k} \geq \min _{0 \leq i \leq k} u_{i}+s(k-i)$;
(2) $u_{k}=v_{k}$ if $u_{k}<u_{i}+s(k-i)$ for all $0 \leq i \leq k-1$.

Then

$$
\lim _{k \rightarrow+\infty} u_{k}=+\infty \quad \text { if and only if } \quad \lim _{k \rightarrow+\infty} u_{k}=+\infty
$$

Proof (Proof of the lemma). The "only if" part is trivial. Now suppose $\lim _{k \rightarrow+\infty} u_{k} \neq+\infty$. Let $l=\liminf _{k} u_{k}$. If $l=-\infty$, we can pick an increasing sequence $\psi(i) \rightarrow+\infty$ such that $u_{\psi(i)}<u_{k}$ for $k<\psi(i)$, thus $u_{\psi(i)}=v_{\psi(i)}$ and $\left(v_{k} \nrightarrow+\infty\right.$. If $l$ is finite, pick $u_{\psi(i)} \rightarrow l$. Since $s(k-i) \geq s$ for $k \geq i+1$ and $s>0$, then $u_{\psi(i)}=v_{\psi(i)}$ for $i$ sufficiently large and thus $\left(v_{k} \nrightarrow+\infty\right.$.

We now apply the lemma to the case $u_{k}=n_{k} v\left(\pi_{K}\right)+\frac{k}{r}$ and $v_{k}=w_{k}(x)+\frac{k}{r}$, note that if $r<r_{K}$, then $s=\frac{1}{r}-v\left(\pi_{K}\right)>0$, then $x \in A_{K}^{(0, r]}$ if and only if $v_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$, or if and only if $u_{k} \rightarrow+\infty$, which is equivalent to that $\lim _{n \rightarrow-\infty}\left(v\left(a_{n}\right)+\operatorname{rnv}\left(\pi_{K}\right)\right)=+\infty$.
Corollary 5.47. (1) $A_{K}^{(0, r]}$ is a principal ideal domain;
(2) If $L / K$ is a finite Galois extension, then $A_{L}^{(0, r]}$ is an étale extension of $A_{K}^{(0, r]}$ if $r<r_{L}$, and the Galois group is nothing but $H_{K}^{\prime} / H_{L}^{\prime}$.

Define $\widetilde{\pi}_{n}=\varphi^{-n}\left(\pi_{\varepsilon}\right), \widetilde{\pi}_{K, n}=\varphi^{-n}\left(\pi_{K}\right)$. Let $K_{n}=K\left(\varepsilon^{(n)}\right)$ for $n>0$.
Proposition 5.48. (1) If $p^{n} r_{K} \geq 1, \theta\left(\widetilde{\pi}_{K, n}\right)$ is a uniformizer of $K_{n}$;
(2) $\widetilde{\pi}_{K, n} \in K_{n}[[t]] \subset B_{\mathrm{dR}}^{+}$.

Proof. First by definition

$$
\widetilde{\pi}_{n}=\left[\varepsilon^{1 / p^{n}}\right]-1=\varepsilon^{(n)} e^{t / p^{n}}-1 \in K_{0, n}[[t]] \subset B_{\mathrm{dR}}^{+}
$$

where $\left[\varepsilon^{1 / p^{n}}\right]=\varepsilon^{(n)} e^{t / p^{n}}$ follows from that the $\theta$ value of both sides is $\varepsilon^{(n)}$ and the $p^{n}$-th power of both side is $[\varepsilon]=e^{t}$ (recall $t=\log [\varepsilon]$ ). This implies the proposition in the unramified case.

For the ramified case, we proceed as follows.
By the definition of $E_{K}^{\prime}, \pi_{K, n}=\theta\left(\widetilde{\pi}_{K, n}\right)$ is a uniformizer of $K_{n} \bmod \mathfrak{a}=$ $\left\{x: v_{p}(x) \geq \frac{1}{p}\right\}$. Let $\omega_{n}$ be the image of $\pi_{K, n}$ in $K_{n} \bmod \mathfrak{a}$. So we just have to prove $\pi_{K, n} \in K_{n}$.

Write

$$
P_{K}(x)=\sum_{i=0}^{d} a_{i}\left(\pi_{\varepsilon}\right) x^{i}, a_{i}\left(\pi_{\varepsilon}\right) \in \mathcal{O}_{F^{\prime}}\left[\left[\pi_{\varepsilon}\right]\right] .
$$

Define

$$
P_{K, n}(x)=\sum_{i=0}^{d} a_{i}^{\varphi^{-n}}\left(\pi_{n}\right) x^{i}
$$

then $P_{K, n}\left(\pi_{K, n}\right)=\theta\left(\varphi\left(P_{K}\left(\tilde{\pi}_{K}\right)\right)\right)=0$. Then we have $v\left(P_{K, n}\left(\omega_{n}\right)\right) \geq \frac{1}{p}$ and

$$
v\left(P_{K, n}^{\prime}\left(\omega_{n}\right)\right)=\frac{1}{p^{n}} v\left(P_{K}^{\prime}\left(\bar{\pi}_{K}\right)\right)=\frac{1}{p^{n}} v\left(\mathfrak{d}_{E_{K}^{\prime} / E_{0}}\right)<\frac{1}{2 p} \text { if } p^{n} r_{K}>1
$$

Then one concludes by Hensel's Lemma that $\pi_{K, n} \in K_{n}$.
For (2), one uses Hensel's Lemma in $K_{n}[[t]]$ to conclude $\widetilde{\pi}_{K, n} \in K_{n}[[t]]$.
Corollary 5.49. If $0<r<r_{K}$ and $p^{n} r \geq 1, \varphi^{-n}\left(A_{K}^{(0, r]}\right) \subseteq K_{n}[[t]] \subseteq B_{\mathrm{dR}}^{+}$.

### 5.3.2 Overconvergent representations

Suppose $V$ is a free $\mathbb{Z}_{p}$-representation of rank $d$ of $G_{K}$. Let

$$
\mathbf{D}^{(0, r]}(V):=\left(A^{(0, r]} \otimes_{\mathbb{Z}_{p}} V\right)^{H_{K}^{\prime}} \subset \mathbf{D}(V)=\left(A \otimes_{\mathbb{Z}_{p}} V\right)^{H_{K}^{\prime}}
$$

This is a $A_{K}^{(0, r]}$-module stable by $\Gamma_{K}^{\prime}$. As for $\varphi$, we have

$$
\varphi: \mathbf{D}^{(0, r]}(V) \longrightarrow \mathbf{D}^{\left(0, p^{-1} r\right]}(V)
$$

Definition 5.50. $V$ is overconvergent if there exists an $r_{V}>0, r_{V} \leq r_{K}$ such that

$$
A_{K} \bigotimes_{A_{K}^{\left(0, r_{V}\right]}} \mathbf{D}^{\left(0, r_{V}\right]}(V) \xrightarrow{\sim} D(V) .
$$

By definition, it is easy to see for all $0<r<r_{V}$,

$$
\mathbf{D}^{(0, r]}(V)=A_{K}^{(0, r]} \bigotimes_{A_{K}^{\left(0, r_{V}\right]}} \mathbf{D}^{\left(0, r_{V}\right]}(V)
$$

If $V$ is overconvergent, choose a basis $\left\{e_{1}, \cdots, e_{d}\right\}$ of $\mathbf{D}^{(0, p r)}(V)$ over $A_{K}^{(0, p r)}$ for $p r \leq r_{V}$, then $x \in \mathbf{D}^{(0, r)}(V)$ can be written as $\sum_{i} x_{i} \varphi\left(e_{i}\right)$, we define the valuation $v^{(0, r]}$ by

$$
v^{(0, r]}(x)=\min _{1 \leq i \leq d} v^{(0, r]}\left(x_{i}\right)
$$

One can see that for a different choice of basis, the valuation differs by a bounded constant.

Lemma 5.51. If $0<r<p^{-n}$ and $i \in \mathbb{Z}_{p}^{*}$, then $[\varepsilon]^{i p^{n}}-1$ is a unit in $A_{K_{0}}^{(0, r]}$ and $v^{(0, r]}\left([\varepsilon]^{i p^{n}}-1\right)=p^{n} v(\pi)$.

Proof. We know that $\pi_{\varepsilon}=[\varepsilon]-1$ is a unit in $A_{K_{0}}^{(0, r]}$ for $0<r<1$, then $[\varepsilon]^{p^{n}}-1=\varphi^{n}\left(\pi_{\varepsilon}\right)$ is a unit in $A_{K_{0}}^{(0, r]}$ for $0<r<p^{-n}$. In general,

$$
\frac{[\varepsilon]^{i p^{n}}-1}{[\varepsilon]^{p^{n}}-1}=i+\sum_{k=1}^{\infty}\binom{i}{k+1}\left([\varepsilon]^{p^{n}}-1\right)^{k}
$$

is a unit in $A_{K_{0}}$, hence we have the lemma.
Lemma 5.52. Let $\gamma \in \Gamma_{K_{0}}^{\prime}$, suppose $\chi(\gamma)=1+u p^{n} \in \mathbb{Z}_{p}^{*}$ with $u \in \mathbb{Z}_{p}^{*}$. Then for $0<r<p^{-n}$,
(1) $v^{(0, r]}\left(\gamma\left(\pi_{\varepsilon}\right)-\pi_{\varepsilon}\right)=p^{n} v(\pi)$.
(2) For $x \in A_{K_{0}}^{(0, r]}, v^{(0, r]}(\gamma(x)-x) \geq v^{(0, r]}(x)+\left(p^{n}-1\right) v(\pi)$.

Proof. We have $\gamma\left(\pi_{\varepsilon}\right)-\pi_{\varepsilon}=[\varepsilon]\left([\varepsilon]^{u p^{n}}-1\right)$. By Lemma 5.51, $[\varepsilon]^{u p^{n}}-1$ is a unit in $A_{K_{0}}^{(0, r]}$, then $v^{(0, r]}\left(\gamma\left(\pi_{\varepsilon}\right)-\pi_{\varepsilon}\right)=v^{(0, r]}\left([\varepsilon]^{u p^{n}}-1\right)=p^{n} v(\pi)$. This finishes the proof of (1).

For (2), write $x=\sum_{k} a_{k} \pi_{\varepsilon}^{k}$ where $v\left(a_{k}\right)+\operatorname{rkv}(\pi) \rightarrow+\infty$ as $k \rightarrow+\infty$. We know, by the proof of Proposition 5.45, that $v^{(0, r]}(x)=\min _{k}\left\{n_{k} v(\pi)+\frac{k}{r}\right\}$ where $n_{k}=\min \left\{n \mid v\left(a_{n}\right)=k\right\}$. Now

$$
\begin{aligned}
\gamma\left(\pi_{\varepsilon}^{k}\right)-\pi_{\varepsilon}^{k} & =\pi_{\varepsilon}^{k}\left(\frac{\gamma\left(\pi_{\varepsilon}\right)^{k}}{\pi_{\varepsilon}^{k}}-1\right) \\
& =\pi_{\varepsilon}^{k} \sum_{j=1}^{\infty}\binom{k}{j}\left(\frac{\gamma\left(\pi_{\varepsilon}\right)}{\pi_{\varepsilon}}-1\right)^{j} \\
& =\pi_{\varepsilon}^{k-1}\left(\gamma\left(\pi_{\varepsilon}\right)-\pi_{\varepsilon}\right) \sum_{j=0}^{\infty}\binom{k}{j+1}\left(\frac{\gamma\left(\pi_{\varepsilon}\right)}{\pi_{\varepsilon}}-1\right)^{j}
\end{aligned}
$$

therefore

$$
\gamma(x)-x=\left(\gamma\left(\pi_{\varepsilon}\right)-\pi_{\varepsilon}\right) \sum_{k} a_{k} \pi_{\varepsilon}^{k-1}\left(\frac{\gamma\left(\pi_{\varepsilon}\right)}{\pi_{\varepsilon}}-1\right)^{j}
$$

and
$v^{(0, r]}(\gamma(x)-x) \geq p^{n} v(\pi)+\min _{k}\left\{\left(n_{k}-1\right) v(\pi)+\frac{k}{r}\right\}=v^{(0, r]}(x)+\left(p^{n}-1\right) v(\pi)$.
This finishes the proof of (2).
Lemma 5.53. Suppose $V$ is an over-convergent representation. If $\left\{e_{1}, \cdots, e_{d}\right\}$ is a basis of $\mathbf{D}^{(0, r]}(V)$ and $e_{i} \in \varphi(D(V))$ for every $i$, then $x=\sum x_{i} e_{i} \in$ $\mathbf{D}^{(0, r]}(V)^{\psi=0}$ if and only if $x_{i} \in\left(A_{K}^{(0, r]}\right)^{\psi=0}$ for every $i$.
Proof. One sees that $\psi(x)=0$ if and only if $\varphi(\psi(x))=0$. As $e_{i} \in \varphi(D(V))$, $\varphi\left(\psi\left(e_{i}\right)\right)=e_{i}$ and $\varphi(\psi(x))=\sum_{i} \varphi\left(\psi\left(x_{i}\right)\right) e_{i}$. Therefore $\psi(x)=0$ if and only if $\varphi\left(\psi\left(x_{i}\right)\right)=0$ for every $i$, or equivalently, $\psi\left(x_{i}\right)=0$ for every $i$.
Proposition 5.54. If $V$ is overconvergent, then there exists a $C_{V}$ such that if $\gamma \in \Gamma_{K}^{\prime}, n(\gamma)=v_{p}(\log (\chi(\gamma)))$ and $r<\min \left\{p^{-1} r_{V}, p^{-n(\gamma)}\right\}$, then $\gamma-1$ is invertible in $\mathbf{D}^{[0, r]}(V)^{\psi=0}$ and

$$
v^{(0, r]}\left((\gamma-1)^{-1} x\right) \geq v^{(0, r]}(x)-C_{V}-p^{n(\gamma)} v(\bar{\pi})
$$

Remark 5.55. (1) Since through different choices of bases, $v^{(0, r]}$ differs by a bounded constant, the result of the above proposition is independent of the choice of bases.
(2) We shall apply the result to $\left(A_{K}^{(0, r]}\right)^{\psi=0}$.

Proof. First, note that if replace $V$ by $\operatorname{Ind}_{K_{0}}^{K} V$, we may assume that $K=K_{0}$.
Suppose $r<p^{-1} r_{V}$, pick a basis $\left\{e_{1}, \cdots, e_{d}\right\}$ of $\mathbf{D}^{(0, p r]}(V)$ over $A_{K_{0}}^{(0, p r]}$, then $\left\{\varphi\left(e_{1}\right), \cdots, \varphi\left(e_{d}\right)\right\}$ is a basis of $\mathbf{D}^{(0, r]}(V)$ over $A_{K_{0}}^{(0, r]}$. By Lemma 5.53, every $x \in \mathbf{D}^{(0, r]}(V)^{\psi=0}$ can be written uniquely as $x=\sum_{i=1}^{p-1}[\varepsilon]^{i} \varphi\left(x_{i}\right)$ with $x_{i}=\sum_{j=1}^{d} x_{i j} e_{j} \in \mathbf{D}^{(0, p r]}(V)$. Suppose $\chi(\gamma)=1+u p^{n}$ for $u \in \mathbb{Z}_{p}^{*}$ and $n=n(\gamma)$. Then

$$
\begin{aligned}
(\gamma-1) x & =\sum_{i=1}^{p-1}[\varepsilon]^{i\left(1+u p^{n}\right)} \varphi\left(\gamma\left(x_{i}\right)\right)-\sum_{i=1}^{p-1}[\varepsilon]^{i} \varphi\left(x_{i}\right) \\
& =\sum_{i=1}^{p-1}[\varepsilon]^{i} \varphi\left([\varepsilon]^{i u p^{n-1}} \gamma\left(x_{i}\right)-x_{i}\right):=\sum_{i=1}^{p-1}[\varepsilon]^{i} \varphi f_{i}\left(x_{i}\right)
\end{aligned}
$$

We claim that the map $f: x \mapsto[\varepsilon]^{u p^{n}} \gamma(x)-x$ is invertible in $\mathbf{D}^{(0, r]}(V)$ for $r<\min \left\{r_{V}, p^{-n}\right\}, u \in \mathbb{Z}_{p}^{*}$ and $n$ is sufficiently large. Indeed, as the action of $\gamma$
is continuous, we may assume $v^{(0, r]}\left((\gamma-1) e_{j}\right) \geq 2 v(\pi)$ for every $j=1, \cdots, d$ for $n$ sufficiently large. Then

$$
\frac{f(x)}{[\varepsilon]^{u p^{n}}-1}=\frac{[\varepsilon]^{u p^{n}}}{[\varepsilon]^{u p^{n}}-1}(\gamma(x)-x),
$$

and

$$
\gamma(x)-x=\sum_{j=1}^{d}\left(\gamma\left(x_{j}\right)-x_{j}\right) \gamma\left(e_{j}\right)+\sum_{j=1}^{d} x_{j}\left(\gamma\left(e_{j}\right)-e_{j}\right)
$$

therefore by Lemma 5.52,

$$
v^{(0, r]}\left(\frac{f(x)}{[\varepsilon]^{u p^{n}}-1}\right) \geq v^{(0, r]}(x)+2 v(\pi)
$$

for every $x \in \mathbf{D}^{(0, r]}(V)$. Thus

$$
g(x)=\left([\varepsilon]^{u p^{n}}-1\right)^{-1} \sum_{k=0}^{+\infty}\left(1-\frac{f}{[\varepsilon]^{u p^{n}}-1}\right)^{k}
$$

is the inverse of $f$ and moreover,

$$
v^{(0, r]}\left(g(x)-\frac{x}{[\varepsilon]^{u p^{n}}-1}\right) \geq v^{(0, r]}(x)+v(\pi)
$$

By the above claim, we see that if $n \gg 0, r>\min \left\{p^{-1} r_{V}, p^{n}\right\}$, then $\gamma-1$ has a continuous inverse $\sum_{i=1}^{p-1}[\varepsilon]^{i} \varphi^{-1} \circ f_{i}^{-1}$ in $\mathbf{D}^{(0, r]}(V)^{\psi=0}$ and

$$
v^{(0, r]}\left((\gamma-1)^{-1}(x)\right) \geq v^{(0, r]}(x)-p^{n} v(\pi)-C_{V}
$$

for some constant $C_{V}$. In general, if $\gamma^{p}-1$ is invertible in $\mathbf{D}^{(0, r]}(V)^{\psi=0}$ for $r<\min \left\{p^{-1} r_{V}, p^{-n-1}\right\}$, we just set $(\gamma-1)^{-1}(x)=\varphi^{-1} \circ\left(\gamma^{p}-\right.$ $1)^{-1}\left(1+\cdots+\gamma^{p-1}\right)(\varphi(x))$, which is an inverse of $\gamma-1$ in $\mathbf{D}^{(0, r]}(V)^{\psi=0}$ for $r<\min \left\{p^{-1} r_{V}, p^{-n}\right\}$. The proposition follows inductively.

Theorem 5.56. All (free $\mathbb{Z}_{p}$ or $\mathbb{Q}_{p}$ ) representations of $G_{K}$ are overconvergent.

Proof. One just needs to show the case for $\mathbb{Z}_{p}$-representations. The $\mathbb{Q}_{p^{-}}$ representation case follows by $\otimes_{\mathbb{Z}_{p}} \mathbb{Q}_{p}$.

We shall apply Sen's method to

$$
\widetilde{\Lambda}=\widetilde{A}^{(0,1]}, v=v^{(0,1]}, G_{0}=G_{K}, \Lambda_{H_{K, n}^{\prime}}=\varphi^{-n}\left(A_{K}^{(0,1]}\right)
$$

Now we show how to check the three conditions.
(TS1). Let $L \supset K \supset K_{0}$ be finite extensions, for $\alpha=\left[\bar{\pi}_{L}\right]\left(\sum_{\tau \in H_{K}^{\prime} / H_{L}^{\prime}} \tau\left(\left[\bar{\pi}_{L}\right]\right)\right)^{-1}$, then for all $n$,

$$
\sum_{\tau \in H_{K}^{\prime} / H_{L}^{\prime}} \tau\left(\varphi^{-n}(\alpha)\right)=1
$$

and

$$
\lim _{n \rightarrow+\infty} v^{(0,1]}\left(\varphi^{-n}(\alpha)\right)=0
$$

(TS2). First $\Lambda_{H_{K}^{\prime}, n}=A_{K, n}^{(0,1]}$. Suppose $p^{n} r_{K} \geq 1$. We can define $R_{K, n}$ by the following commutative diagram:


One verifies that $\varphi^{-n} \circ \psi^{k} \circ \varphi^{n+k}$ does not depend on the choice of $k$, using the fact $\psi \varphi=$ Id. By definition, for $x \in \bigcup_{k \geq 0} A_{K, n+k}^{(0,1]}$, we immediately have: (a). $R_{K, n} \circ R_{K, n+m}=R_{K, n}$; (b). If $x \in \bar{A}_{K, n}^{(0,1]}, R_{K, n}(x)=x$; (c). $R_{K, n}$ is $A_{K, n+k}^{(0,1]}$-linear; (d) $\lim _{n \rightarrow+\infty} R_{K, n}(x)=x$.

Furthermore, for $x=\varphi^{-n-k}(y) \in A_{K, n+k}^{(0,1]}$,

$$
R_{K, n}(x)=\varphi^{-n}\left(\psi^{k}(y)\right)=\varphi^{-n-k}\left(\varphi^{k} \circ \psi^{k}(y)\right)
$$

Write $y$ uniquely as $\sum_{i=0}^{p^{k}-1}[\varepsilon]^{i} \varphi^{k}\left(y_{i}\right)$, then by Corollary $4.29, \psi^{k}(y)=y_{0}$. Thus

$$
v^{(0,1]}\left(R_{K, n}(x)\right)=v^{(0,1]}\left(\varphi^{-n}\left(y_{0}\right)\right) \geq v^{(0,1]}\left(\varphi^{-n-k}(y)\right)=v^{(0,1]}(x)
$$

By the above inequality, $R_{K, n}$ is continuous and can be extended to $\widetilde{\Lambda}$ as $\bigcup_{k \geq 0} A_{K, n+k}^{(0,1]}$ is dense in $\widetilde{A}^{(0,1]}$ and the condition (TS2) is satisfied. Let $R_{K, n}^{*}(x)=R_{K, n+1}(x)-R_{K, n}(x)$, then

$$
R_{K, n}^{*}(x)=\varphi^{-n-1}(1-\varphi \psi)\left(\psi^{k-1}(y)\right) \in \varphi^{-n-1}\left(\left(A^{(0,1]}\right)^{\psi=0}\right)
$$

thus

$$
\begin{aligned}
R_{K, n}^{*}(x) \in \varphi^{-n-1}\left(\left(A_{K}^{(0,1]}\right)^{\psi=0}\right) \cap \tilde{A}^{(0,1]} & =\varphi^{-n-1}\left(\left(A_{K}^{(0,1]}\right)^{\psi=0} \cap \tilde{A}^{\left(0, p^{-n-1}\right]}\right) \\
& =\varphi^{-(n+1)}\left(\left(A_{K}^{\left(0, p^{-(n+1)}\right]}\right)^{\psi=0}\right)
\end{aligned}
$$

(TS3). For an element $x$ such that $R_{K, n}(x)=0$, we have

$$
x=\sum_{i=0}^{+\infty} R_{K, n+i}^{*}(x), \text { where } R_{K, n+i}^{*}(x) \in \varphi^{-(n+i+1)}\left(\left(A_{K}^{\left(0, p^{-(n+i+1)}\right]}\right)^{\psi=0}\right)
$$

Apply Proposition 5.54 on $\left(A_{K}^{\left(0, p^{-(n+i+1)}\right]}\right)^{\psi=0}$, then if $n$ is sufficiently large, one can define the inverse of $\gamma-1$ in $\left(R_{K, n}-1\right) \widetilde{\Lambda}$ as

$$
(\gamma-1)^{-1}(x)=\sum_{i=0}^{+\infty} \varphi^{-(n+i+1)}(\gamma-1)^{-1}\left(\varphi^{n+i+1} R_{K, n+i}^{*}(x)\right)
$$

and for $x \in\left(R_{K, n}-1\right) \widetilde{\Lambda}$,

$$
v\left((\gamma-1)^{-1} x\right) \geq v(x)-C,
$$

thus (TS3) is satisfied.
Now Sen's method (§3.4, in particular Proposition 3.45) implies that for any continuous cocycle $\sigma \mapsto U_{\sigma}$ in $H_{\text {cont }}^{1}\left(G_{0}, \mathrm{GL}_{d}(\widetilde{\Lambda})\right)$, there exists an $n>0$, $M \in \mathrm{GL}_{d}(\widetilde{\Lambda})$ such that $V_{\sigma} \in \mathrm{GL}_{d}\left(A_{K, n}^{(0,1]}\right)$ for $\chi(\sigma) \gg 0$ and $V_{\sigma}$ is trivial in $H_{K}^{\prime}$.

If $V$ is a $\mathbb{Z}_{p}$-representation of $G_{K}$, pick a basis of $V$ over $\mathbb{Z}_{p}$, let $U_{\sigma}$ be the matrix of $\sigma \in G_{K}$ under this basis, then $\sigma \mapsto U_{\sigma}$ is a continuous cocycle with values in $\mathrm{GL}_{d}\left(\mathbb{Z}_{p}\right)$. Now the fact $V(D(V))=V$ means that the image of $H_{\text {cont }}^{1}\left(H_{K}^{\prime}, \mathrm{GL}_{d}\left(\mathbb{Z}_{p}\right)\right) \rightarrow H_{\text {cont }}^{1}\left(H_{K}^{\prime}, \mathrm{GL}_{d}(A)\right)$ is trivial, thus there exists $N \in \operatorname{GL}_{d}(A)$ such that the cocycle $\sigma \mapsto W_{\sigma}=N^{-1} U_{\sigma} \sigma(N)$ is trivial over $H_{K}^{\prime}$. Let $C=N^{-1} M$, then $C^{-1} V_{\sigma} \sigma(C)=W_{\sigma}$ for $\sigma \in G_{K}$. As $V_{\sigma}$ and $W_{\sigma}$ is trivial in $H_{K}^{\prime}$, we have $C^{-1} V_{\gamma} \gamma(C)=W_{\gamma}$. Apply Lemma 3.44, when $n$ is sufficiently large, $C \in \mathrm{GL}_{d}\left(A_{K, n}^{(0,1]}\right)$ and thus $M=N C \in \mathrm{GL}_{d}\left(A_{K, n}^{(0,1]}\right)$.

Translate the above results to results about representations, there exists an $n$ and an $A_{K, n}^{(0,1]}$-module $D_{K, n}^{(0,1]} \subset \widetilde{A}^{(0,1]} \otimes V$ such that

$$
\widetilde{A}^{(0,1]} \otimes_{A_{K, n}^{(0,1]}} D_{K, n}^{(0,1]} \xrightarrow{\sim} \widetilde{A}^{(0,1]} \otimes V .
$$

Moreover, one concludes that $D_{K, n}^{(0,1]} \subset \varphi^{-n}(\mathbf{D}(V))$ and $\varphi^{n}\left(D_{K, n}^{(0,1]}\right) \subset \mathbf{D}(V) \cap$ $\varphi^{n}\left(\widetilde{A}^{(0,1]} \otimes V\right)=\mathbf{D}^{\left(0, p^{-n]}\right.}(V)$. We can just take $r_{V}=p^{-n}$.

## Semi-stable $p$-adic representations

In this chapter we shall construct the rings of periods $B_{\text {cris }}$ and $b_{\mathrm{st}}$, and introduce the concept of crystalline and semi-stable representations. Let $V$ be a $p$-adic representation of $G_{K}$. Assume it is semi-stable. Let $\mathbf{D}_{\text {st }}(V)$ be the corresponding filtered $K$-vector space. Then there are two operators $\varphi$ and $N$ on $\mathbf{D}_{\text {st }}(V)$, giving it additional structures. Furthermore, we will get an equivalence of categories between semi-stable representations and the category of filtered $K$-vector spaces equipped with two operators $\varphi$ and $N$ satisfying suitable properties.

### 6.1 The rings $B_{\text {cris }}$ and $B_{\text {st }}$

In this section, we shall define two rings of periods $B_{\text {cris }}$ and $B_{\text {st }}$ such that

$$
\mathbb{Q}_{p} \subset B_{\text {cris }} \subset B_{\mathrm{st}} \subset B_{\mathrm{dR}}
$$

and they are $\left(G_{K}, \mathbb{Q}_{p}\right)$-regular.

### 6.1.1 The ring $B_{\text {cris }}$.

Recall

we know $\operatorname{Ker} \theta=(\xi)$ where $\xi=[\varpi]+p=(\varpi, 1, \cdots)$, $\varpi \in R$ such that $\varpi^{(0)}=-p$.
Definition 6.1. (1) The module $A_{\text {cris }}^{0}$ is defined to be the divided power envelope of $W(R)$ with respect to $\operatorname{Ker} \theta$, that is, by adding all elements $\frac{a^{m}}{m!}$ for all $a \in \operatorname{Ker} \theta$.

(3) The ring $B_{\text {cris }}^{+}$is defined to be $A_{\text {cris }}\left[\frac{1}{p}\right]$.

Remark 6.2. (1) By definition, $A_{\text {cris }}^{0}$ is just the sub $W(R)$-module of $W(R)\left[\frac{1}{p}\right]$ generated by the $\gamma_{m}(\xi)=\frac{\xi^{m}}{m!}, m \in \mathbb{N}$. It is actually a ring, since

$$
\begin{equation*}
\gamma_{m}(\xi) \cdot \gamma_{n}(\xi)=\binom{m+n}{n} \frac{\xi^{m+n}}{(m+n)!} \tag{6.1}
\end{equation*}
$$

(2) The module $A_{\text {cris }} / p^{n} A_{\text {cris }}$ is just the divided power envelop of $W_{n}\left(\mathcal{O}_{\bar{K}} / p\right)$ related to the homomorphism $\theta_{n}: W_{n}\left(\mathcal{O}_{\bar{K}} / p\right) \rightarrow \mathcal{O}_{\bar{K}} / p^{n}$.

Exercise 6.3. The map $A_{\text {cris }}^{0} \rightarrow A_{\text {cris }}$ is injective. We shall identify $A_{\text {cris }}^{0}$ as a subring of $A_{\text {cris }}$.

Since $A_{\text {cris }}^{0} \subset W(R)\left[\frac{1}{p}\right]$, by continuity $A_{\text {cris }} \subset B_{\mathrm{dR}}^{+}$and $B_{\text {cris }}^{+} \subset B_{\mathrm{dR}}^{+}$. We have


The ring homomorphism $\theta: W(R) \rightarrow \mathcal{O}_{C}$ can be extended to $A_{\text {cris }}^{0}$, and thus to $A_{\text {cris }}$ :


Proposition 6.4. The kernel

$$
\operatorname{Ker}\left(\theta: A_{\text {cris }} \rightarrow \mathcal{O}_{C}\right)
$$

is a divided power ideal, which means that, if $a \in A_{\text {cris }}$ such that $\theta(a)=0$, then for all $m \in \mathbb{N}, m \geq 1, \frac{a^{m}}{m!}\left(\in B_{\text {cris }}^{+}\right)$is again in $A_{\text {cris }}$ and $\theta\left(\frac{a^{m}}{m!}\right)=0$.

Proof. If $a=\sum a_{n} \gamma_{n}(\xi) \in A_{\text {cris }}^{0}$, then

$$
\frac{a^{m}}{m!}=\sum_{\text {sum of } i_{n}=m} \prod_{n} a_{n} \frac{\xi^{n i_{n}}}{(n!)^{i_{n}}\left(i_{n}\right)!}
$$

We claim that for $\frac{(n i)!}{(n!)^{i}!!} \in \mathbb{N}$ for $n \geq 1$ and $i \in N$. This fact is trivially true for $i=0$. If $n i>0, \frac{(n i)!}{(n!)^{i} i!}$ can be interpreted combinatorially as the number of choices to put $n i$ balls into $i$ unlabeled boxes. Thus

$$
\frac{a^{m}}{m!}=\sum_{\text {sum of } i_{n}=m} \prod_{n} a_{n} \cdot \frac{\left(n i_{n}\right)!}{(n!)^{i_{n}}\left(i_{n}\right)!} \cdot \gamma_{n i_{n}}(x i) \in A_{\text {cris }}^{0}
$$

and $\theta\left(\frac{a^{m}}{m!}\right)=0$.
The case for $a \in A_{\text {cris }}$ follows by continuity.
We then have a ring homomorphism

$$
\bar{\theta}: A_{\text {cris }} \xrightarrow{\theta} \mathcal{O}_{C} \rightarrow \mathcal{O}_{C} / p=\mathcal{O}_{\bar{K}} / p .
$$

Proposition 6.5. The kernel $\operatorname{Ker}(\bar{\theta})=(\operatorname{Ker} \theta, p)$ is again a divided power ideal, which means that, if $a \in \operatorname{Ker}(\bar{\theta})$, then for all $m \in \mathbb{N}, m \geq 1, \frac{a^{m}}{m!} \in A_{\text {cris }}$ and $\bar{\theta}\left(\frac{a^{m}}{m!}\right)=0$.
Proof. This is an easy exercise, noting that $p$ divides $\frac{p^{m}}{m!}$ in $\mathbb{Z}_{p}$.
If $\alpha \in A_{\text {cris }}, \alpha$ can always be written (not uniquely) as:

$$
\alpha=\sum_{n=0} \alpha_{n} \frac{\xi^{n}}{n!}, \alpha_{n} \in W(R) \text { and } \alpha_{n} \rightarrow 0 p \text {-adically. }
$$

Recall that

$$
t=\sum_{n=1}^{+\infty}(-1)^{n+1} \frac{([\varepsilon]-1)^{n}}{n} \in B_{\mathrm{dR}}^{+} .
$$

Proposition 6.6. One has $t \in A_{\text {cris }}$ and $t^{p-1} \in p A_{\text {cris }}$.
Proof. Since $[\varepsilon]-1=b \xi, b \in W(R), \frac{([\varepsilon]-1)^{n}}{n}=(n-1)!b^{n} \gamma_{n}(\xi)$ and $(n-1)!\rightarrow$ $0 p$-adically, hence $t \in A_{\text {cris }}$.

To show $t^{p-1} \in p A_{\text {cris }}$, we just need to show that $([\varepsilon]-1)^{p-1} \in p A_{\text {cris }}$. Note that $[\varepsilon]-1=(\varepsilon-1, *, \cdots)$, and

$$
(\varepsilon-1)^{(n)}=\lim _{m \rightarrow+\infty}\left(\zeta_{p^{n+m}}-1\right)^{p^{m}}
$$

where $\zeta_{p^{n}}=\varepsilon^{(n)}$ is a primitive $n$-th root of unity. Then $v\left((\varepsilon-1)^{(n)}\right)=$ $\frac{1}{p^{n-1}(p-1)}$ and

$$
(\varepsilon-1)^{p-1}=\left(p^{p}, 1, \cdots\right) \times \text { unit }=\varpi^{p} \cdot \text { unit. }
$$

Then

$$
([\varepsilon]-1)^{p-1} \equiv\left[\varpi^{p}\right] \cdot(*)=(\xi-p)^{p} \cdot(*) \equiv \xi^{p} \cdot(*) \bmod p A_{\text {cris }},
$$

but $\xi^{p}=p(p-1)!\gamma_{p}(\xi) \in p A_{\text {cris }}$, we hence have the result.
Definition 6.7. We define $B_{\text {cris }}:=B_{\text {cris }}^{+}[1 / t]=A_{\text {cris }}[1 / t]$, then $B_{\text {cris }} \subset B_{\mathrm{dR}}$.
Remark 6.8. The rings $A_{\text {cris }}, B_{\text {cris }}^{+}, B_{\text {cris }}$ are all stable under the action of $G_{K}$.

## The Frobenius map $\varphi$ on $B_{\text {cris }}$.

Recall on $W(R)$, we have a Frobenius map

$$
\varphi\left(\left(a_{0}, a_{1}, \cdots, a_{n}, \cdots\right)\right)=\left(a_{0}^{p}, a_{1}^{p}, \cdots, a_{n}^{p}, \cdots\right)
$$

For all $b \in W(R), \varphi(b) \equiv b^{p} \bmod p$, thus

$$
\varphi(\xi)=\xi^{p}+p \eta=p\left(\eta+(p-1)!\gamma_{p}(\xi)\right), \quad \eta \in W(R)
$$

and $\varphi\left(\xi^{m}\right)=p^{m}\left(\eta+(p-1)!\gamma_{p}(\xi)\right)^{m}$. Therefore we can define

$$
\varphi\left(\gamma_{m}(\xi)\right)=\frac{p^{m}}{m!}\left(\eta+(p-1)!\gamma_{p}(\xi)\right)^{m} \in W(R)\left[\gamma_{p}(\xi)\right] \subset A_{\mathrm{cris}}^{0}
$$

As a consequence,

$$
\varphi\left(A_{\mathrm{cris}}^{0}\right) \subset A_{\mathrm{cris}}^{0}
$$

By continuity, $\varphi$ is extended to $A_{\text {cris }}$ and $B_{\text {cris }}^{+}$. Then

$$
\varphi(t)=\log \left(\left[\varepsilon^{p}\right]\right)=\log \left([\varepsilon]^{p}\right)=p \log ([\varepsilon])=p t
$$

hence $\varphi(t)=p t$. Consequently $\varphi$ is extended to $B_{\text {cris }}$ by setting $\varphi\left(\frac{1}{t}\right)=\frac{1}{p t}$.
The action of $\varphi$ commutes with the action of $G_{K}$ : for any $g \in G_{K}, b \in B_{\text {cris }}$, $\varphi(g b)=g(\varphi b)$.

### 6.1.2 The logarithm map.

We first recall the construction of the classical $p$-adic logarithm

$$
\log _{p}: C^{*} \rightarrow C
$$

Using the key fact

$$
\log (x y)=\log x+\log y
$$

the construction is processed in four steps:

- For those $x$ satisfying $v(x-1) \geq 1$, set

$$
\begin{equation*}
\log x:=\sum_{i=0}^{\infty}(-1)^{n+1} \frac{(x-1)^{n}}{n} \tag{6.2}
\end{equation*}
$$

- In general, for any $x \in 1+\mathfrak{m}_{C}=\{x \in C \mid v(x-1)>0\}$, there exists $m \in \mathbb{N}$ such that $v\left(x^{p^{m}}-1\right) \geq 1$, then set

$$
\begin{equation*}
\log x:=\frac{1}{p^{m}} \log \left(x^{p^{m}}\right) \tag{6.3}
\end{equation*}
$$

- For any $a \in \mathcal{O}_{C}^{*}$, then $\bar{a} \in \bar{k}$ and $\bar{a} \neq 0$. One has a decomposition

$$
a=[\bar{a}] x
$$

where $\bar{a} \in \bar{k}^{*},[\bar{a}] \in W(\bar{k})$ and $x \in 1+\mathfrak{m}_{C}$. We let

$$
\begin{equation*}
\log a:=\log x \tag{6.4}
\end{equation*}
$$

- Moreover, for any $x \in C$ with $v(x)=\frac{r}{s}, r, s \in \mathbb{Z}, s \geq 1$, we see that $v\left(x^{s}\right)=r=v\left(p^{r}\right)$ and $\frac{x^{s}}{p^{r}}=y \in \mathcal{O}_{C}^{*}$. By the relation

$$
\log \left(\frac{x^{s}}{p^{r}}\right)=\log y=s \log x-r \log p
$$

to define $\log x$, it suffices to define $\log p$. In particular, if let $\log _{p} p=0$, then

$$
\begin{equation*}
\log _{p} x:=\frac{1}{s} \log _{p} y=\frac{1}{s} \log y . \tag{6.5}
\end{equation*}
$$

We now define the logarithm map in $(\operatorname{Fr} R)^{*}$ with values in $B_{\mathrm{dR}}$. Similar to the classical case, one needs the key rule:

$$
\log [x y]=\log [x]+\log [y]
$$

Recall that

$$
\begin{gathered}
U_{R}^{+}=1+\mathfrak{m}_{R}=\{x \in R \mid v(x-1)>0\} \\
U_{R}^{+} \supset U_{R}^{1}=\{x \in R \mid v(x-1) \geq 1\}
\end{gathered}
$$

For any $x \in U_{R}^{+}$, there exists $m \in \mathbb{N}, m \geq 1$, such that $x^{p^{m}} \in U_{R}^{1}$. Choose $x \in U_{R}^{1}$, then the Teichmüller representative of $x$ is $[x]=(x, 0, \cdots) \in W(R)$.
(1) We first define the logarithm map on $U_{R}^{1}$ by

$$
\begin{equation*}
\log [x]:=\sum_{i=0}^{\infty}(-1)^{n+1} \frac{([x]-1)^{n}}{n}, \quad x \in U_{R}^{1} \tag{6.6}
\end{equation*}
$$

This series converges in $A_{\text {cris }}$, since

$$
\theta([x]-1)=x^{(0)}-1
$$

which means that $x \in U_{R}^{1}$ or equivalently, $\bar{\theta}([x]-1)=0$. Therefore $\gamma_{n}([x]-1)=$ $\frac{([x]-1)^{n}}{n!} \in A_{\text {cris }}$ and

$$
\log [x]=\sum_{i=0}^{\infty}(-1)^{n+1}(n-1)!\gamma_{n}([x]-1)
$$

converges since $(n-1)!\rightarrow 0$ when $n \rightarrow \infty$.
(2) The logarithm map on $U_{R}^{1}$

$$
\log : U_{R}^{1} \rightarrow A_{\text {cris }}, \quad x \mapsto \log [x]
$$

extends uniquely to the logarithm map on $U_{R}^{+}$with values in $B_{\text {cris }}^{+}$by

$$
\begin{equation*}
\log : U_{R}^{+} \rightarrow B_{\text {cris }}^{+}, \quad \log [x]:=\frac{1}{p^{m}} \log \left[x^{p^{m}}\right](m \gg 0) \tag{6.7}
\end{equation*}
$$

By definition, for every $x \in U_{R}^{+}$, one can check

$$
\varphi(\log [x])=p \log [x]
$$

Furthermore, if denote by $U$ the image of $\log : U_{R}^{+} \rightarrow B_{\text {cris }}^{+}$, then we have the following diagram with exact rows:

where the isomorphism $U_{R}^{+} \simeq U$ follows from the fact that for $x=\left(x^{(n)}\right) \in$ $U_{R}^{+}, \log x^{(0)}=0 \in C$ if and only if $x^{(0)} \in \boldsymbol{\mu}_{p^{\infty}}(\bar{K})$. As a result, $\varphi u=p u$ for all $u \in U$.

Remark 6.9. One can show that $U=\left\{u \in B_{\text {cris }}^{+} \mid \varphi u=p u\right\}$.
(3) For $a \in R^{*}$, we define

$$
\begin{equation*}
\log [a]:=\log [x] \tag{6.8}
\end{equation*}
$$

by using the decomposition $R^{*}=\bar{k}^{*} \times U_{R}^{+}, a=a_{0} x$ for $a_{0} \in \bar{k}^{*}, x \in U_{R}^{+}$.
(4) Finally, we can extend the logarithm map to

$$
\log :(\operatorname{Fr} R)^{*} \rightarrow B_{\mathrm{dR}}^{+}, \quad x \mapsto \log [x]
$$

Recall the element $\varpi \in R$ is given by $\varpi^{(0)}=-p, v(\varpi)=1$. For any $x \in$ $(\operatorname{Fr} R)^{*}$ with $v(x)=\frac{r}{s}, r, s \in \mathbb{Z}, s \geq 1$, then $\frac{x^{s}}{\varpi^{r}}=y \in R^{*}$. Hence the relation

$$
\log \left(\frac{x^{s}}{\varpi^{r}}\right)=\log y=s \log x-r \log \varpi
$$

implies that

$$
\log [x]=\frac{1}{s}(r \log [\varpi]+\log [y])
$$

Thus in order to define $\log [x]$, it suffices to define $\log [\varpi]$.

For $[\varpi] \in W(R) \subset W(R)\left[\frac{1}{p}\right] \xrightarrow{\theta} C$, consider $\frac{[\varpi]}{-p}$, note that

$$
\theta\left(\frac{[\varpi]}{-p}\right)=\frac{-p}{-p}-1=0
$$

then

$$
\log \left(\frac{[\varpi]}{-p}\right)=\sum_{i=0}^{\infty}(-1)^{n+1} \frac{\left(\frac{[\varpi]}{-p}-1\right)^{n}}{n}=-\sum_{i=0}^{\infty} \frac{\xi^{n}}{n p^{n}} \in B_{\mathrm{dR}}^{+}
$$

is well defined. Set

$$
\begin{equation*}
\log [\varpi]:=\log \left(\frac{[\varpi]}{-p}\right)=\sum_{i=0}^{\infty}(-1)^{n+1} \frac{\left(\frac{[\varpi]}{-p}-1\right)^{n}}{n} \in B_{\mathrm{dR}}^{+} \tag{6.9}
\end{equation*}
$$

then we get the desired logarithm map $\log :(\operatorname{Fr} R)^{*} \rightarrow B_{\mathrm{dR}}^{+}$for any $x \in$ $(\operatorname{Fr} R)^{*}$. Note that

- For every $g \in G_{K}, g \varpi=\varpi \varepsilon^{\chi(g)}$, then

$$
\log ([g \varpi])=\log [\varpi]+\chi(g) t
$$

as $\log [\varepsilon]=t$.

- The kernel of $\log$ is just $\bar{k}^{*}$. The short exact sequence

$$
0 \longrightarrow U_{R}^{+} \longrightarrow(\operatorname{Fr} R)^{*} / \bar{k}^{*} \longrightarrow \mathbb{Q} \longrightarrow 0
$$

shows that the sub- $\mathbb{Q}_{p}$-vector space of $B_{\mathrm{dR}}^{+}$generated by the image of the logarithm map $\log$ is $U \oplus \mathbb{Q}_{p} \log [\varpi]$.

### 6.1.3 The ring $B_{\text {st }}$.

Definition 6.10. The ring $B_{\mathrm{st}}:=B_{\text {cris }}[\log [\varpi]]$ is defined to be the sub $B_{\text {cris }}-$ algebra of $B_{\mathrm{dR}}$ generated by $\log [\varpi]$.

Clearly $B_{\text {st }}$ is stable under the action of $G_{K}$ (even of $G_{K_{0}}$ ). Moreover, denote by $C_{\text {cris }}$ and $C_{\text {st }}$ the fraction fields of $B_{\text {cris }}$ and $B_{\text {st }}$ respectively, then both $C_{\text {cris }}$ and $C_{\text {st }}$ are stable under the actions of $G_{K}$ and $G_{K_{0}}$, and the Frobenius map $\varphi$ on $B_{\text {cris }}$ extends to $C_{\text {cris }}$.

Proposition 6.11. $\log [\varpi]$ is transcendental over $C_{\text {cris }}$.
We need a lemma:
Lemma 6.12. The element $\log [\varpi]$ is not contained in $C_{\text {cris }}$.

Proof (Proof of the Lemma). Let $\beta=\xi / p$, then $\xi$ and $\beta$ are both inside $\mathrm{Fil}^{1} B_{\mathrm{dR}}$ but not $\mathrm{Fil}^{2} B_{\mathrm{dR}}$. Let $S=W(R)[[\beta]] \subset B_{\mathrm{dR}}^{+}$be the subring of power series $\sum_{i} a_{n} \beta^{n}$ with coefficients $a_{n} \in W(R)$. For every $n \in \mathbb{N}$, let $\mathrm{Fil}^{i} S=$ $S \cap \mathrm{Fil}^{i} B_{\mathrm{dR}}$, then $\mathrm{Fil}^{i} S$ is a principal ideal of $S$ generated by $\beta^{i}$. We denote

$$
\theta^{i}: \operatorname{Fil}^{i} B_{\mathrm{dR}} \longrightarrow \mathcal{O}_{C}
$$

the map sending $\beta^{i} \alpha$ to $\theta(\alpha)$. One knows that $\theta^{i}\left(\operatorname{Fil}^{i} S\right)=\mathcal{O}_{C}$.
By construction, $A_{\text {cris }} \subset S$ and hence $C_{\text {cris }}=\operatorname{Frac} A_{\text {cris }} \subset \operatorname{Frac}(S)$. We show that if $\alpha \in S$ is not zero, then $\alpha \log [\varpi] \notin S$, which is sufficient for the lemma.

Since $S$ is separated by the $p$-adic topology, it suffices to show that if $r \in \mathbb{N}$ and $\alpha \in S-p S$, then $p^{r} \alpha u \notin S$. If $a \in W(R)$ satisfies $\theta(a) \in p \mathcal{O}_{C}$, then $a \in(p, \xi) W(R)$ and hence $a \in p S$. Therefore one can find $i \geq 0$ and $b_{n} \in W(R)$ such that $\theta\left(b_{i}\right) \notin \mathcal{O}_{C}$ and

$$
\alpha=\underbrace{p\left(\sum_{0 \leq n<i} b_{n} \beta^{n}\right)}_{A}+\underbrace{\sum_{n \geq i} b_{n} \beta^{n}}_{B} .
$$

Note that $\log [\varpi]=-\sum \beta^{n} / n$. Suppose $j>r$ is an integer such that $p^{j}>i$. If $p^{r} \alpha u \in S$, one has $\alpha \cdot \sum_{n>0} p^{j-1} \beta^{n} / n \in S$. Note that $\alpha \cdot \sum_{0<n<p^{j}} p^{j-1} \beta^{n} / n \in S$, then

$$
A \cdot \sum_{n \geq p^{j}} p^{j-1} \beta^{n} / n \in \mathrm{Fil}^{p^{j+1}} B_{\mathrm{dR}}, \quad B \cdot \sum_{n>p^{j}} p^{j-1} \beta^{n} / n \in \mathrm{Fil}^{i+p^{j}+1} B_{\mathrm{dR}}
$$

and

$$
\beta^{p^{j}} / p \cdot \sum_{n>i} b_{n} \beta^{n} \in \mathrm{Fil}^{i+p^{j}+1} B_{\mathrm{dR}}
$$

thus

$$
b_{i} \beta^{i+p^{j}} / p \in \mathrm{Fil}^{i+p^{j}} B_{\mathrm{dR}} \cap\left(S+\mathrm{Fil}^{i+p^{j}+1} B_{\mathrm{dR}}\right)=\mathrm{Fil}^{i+p^{j}} S+\mathrm{Fil}^{i+p^{j}+1} B_{\mathrm{dR}}
$$

Now on one hand, $\theta^{i+p^{j}}\left(b_{i} \beta^{i+p^{j}} / p\right)=\theta\left(b_{i}\right) / p \notin \mathcal{O}_{C}$; on the other hand,

$$
\theta^{i+p^{j}}\left(\mathrm{Fil}^{i+p^{j}} S+\mathrm{Fil}^{i+p^{j}+1} B_{\mathrm{dR}}\right)=\mathcal{O}_{C}
$$

we have a contradiction.
Proof (Proof of Proposition). If $\log [\varpi]$ is not transcendental, suppose $c_{0}+$ $c_{1} X+\cdots+c_{d-1} X^{d-1}+X^{d}$ is the minimal polynomial of $\log [\varpi]$ in $C_{\text {cris }}$. For $g \in G_{K_{0}}$, we have $g([\varpi] / p)=([\varpi] / p) \cdot[\varepsilon]^{\chi(g)}$ where $\chi$ is the cyclotomic character, thus

$$
g \log [\varpi]=\log [\varpi]+\chi(g) t
$$

Since $C_{\text {cris }}$ is stable by $G_{K_{0}}$ and for every $g \in G_{K_{0}}$,

$$
g\left(c_{0}\right)+\cdots+g\left(c_{d-1}\right)(\log [\varpi]+\chi(g) t)^{d-1}+(\log [\varpi]+\chi(g) t)^{d}=0
$$

By the uniqueness of minimal polynomial, for every $g \in G_{K_{0}}, g\left(c_{d-1}\right)+$ $d \cdot \chi(g) t=c_{d-1}$. If let $c=c_{d-1}+d \log [\varpi]$, one has $g(c)=c$, then $c \in$ $\left(B_{\mathrm{dR}}\right)^{G_{K_{0}}}=K_{0} \subset B_{\text {cris }}$ and thus $\log [\varpi]=d^{-1}\left(c-c_{d-1}\right) \in C_{\text {cris }}$, which contradicts Lemma 6.12.

As an immediate consequence of Proposition 6.11, we have
Theorem 6.13. The homomorphism of $B_{\text {cris-algebras }}$

$$
\begin{aligned}
B_{\text {cris }}[x] & \longrightarrow B_{\text {st }} \\
x & \longmapsto \log [\varpi]
\end{aligned}
$$

is an isomorphism.
Theorem 6.14. (1) $\left(C_{\mathrm{st}}\right)^{G_{K}}=K_{0}$, thus

$$
\left(B_{\text {cris }}^{+}\right)^{G_{K}}=\left(B_{\text {cris }}\right)^{G_{K}}=\left(B_{\text {st }}\right)^{G_{K}}=K_{0} .
$$

(2) The map

$$
\begin{array}{rll}
K \otimes_{K_{0}} B_{\mathrm{st}} & \rightarrow & B_{\mathrm{dR}} \\
\lambda \otimes b & \mapsto & \lambda b .
\end{array}
$$

is injective.
Proof. Note that $\operatorname{Frac}\left(K \otimes_{K_{0}} B_{\text {cris }}\right)$ is a finite extension over $C_{\text {cris }}$, thus $\log [\varpi]$ is transcendental over $\operatorname{Frac}\left(K \otimes_{K_{0}} B_{\text {cris }}\right)$. Therefore

$$
K \otimes_{K_{0}} B_{\text {st }}=K \otimes_{K_{0}} B_{\text {cris }}[\log [\varpi]]=\left(K \otimes_{K_{0}} B_{\text {cris }}\right)[\log [\varpi]]
$$

and (2) is proved.
For (1), we know that

$$
\begin{aligned}
& W(R)^{G_{K}}=W\left(R^{G_{K}}\right)=W(k)=W \\
& \left(W(R)\left[\frac{1}{p}\right]\right)^{G_{K}}=K_{0}=W\left[\frac{1}{p}\right]
\end{aligned}
$$

and

$$
W(R)\left[\frac{1}{p}\right] \subset B_{\mathrm{cris}}^{+}
$$

then

$$
K_{0} \subset\left(B_{\mathrm{cris}}^{+}\right)^{G_{K}} \subset\left(B_{\mathrm{cris}}\right)^{G_{K}} \subset\left(B_{\mathrm{st}}\right)^{G_{K}} \subset\left(C_{\mathrm{st}}\right)^{G_{K}} \subset\left(B_{\mathrm{dR}}\right)^{G_{K}}=K
$$

Thus (1) follows from (2).

The operators $\varphi$ and $N$ on $B_{\text {st }}$.
We extend $\varphi$ to an endomorphism of $B_{\mathrm{st}}$ by requiring

$$
\varphi(\log [\varpi])=p \log [\varpi] .
$$

Then $\varphi$ commutes with the action of $G_{K}$.
Definition 6.15. The monodromy operator

$$
\begin{aligned}
& N: B_{\mathrm{st}} \\
& \sum_{n \in \mathbb{N}} b_{n}(\log [\varpi])^{n} \longmapsto B_{\mathrm{st}} \longmapsto \sum_{n \in \mathbb{N}} n b_{n}(\log [\varpi])^{n-1}
\end{aligned}
$$

is the unique $B_{\text {cris }}$-derivation such that $N(\log [\varpi])=-1$.
As a consequence of Theorem 6.13, we have
Proposition 6.16. The sequence

$$
\begin{equation*}
0 \longrightarrow B_{\text {cris }} \longrightarrow B_{\mathrm{st}} \xrightarrow{N} B_{\mathrm{st}} \longrightarrow 0 \tag{6.10}
\end{equation*}
$$

is exact.
Proposition 6.17. The monodromy operator $N$ satisfies:
(1) $g N=N g$ for every $g \in G_{K_{0}}$;
(2) $N \varphi=p \varphi N$.

Proof. Using $g(\log [\varpi])=\log [\varpi]+\chi(g) t$, and $N(\chi(g) t)=0$ since $\chi(g) t \in B_{\text {cris }}$, we get that

$$
N(g b)=g(N b), \text { for all } b \in B_{\mathrm{st}}, g \in G_{K_{0}} .
$$

Since

$$
\begin{aligned}
N \varphi\left(\sum_{n \in \mathbb{N}} b_{n}(\log [\varpi])^{n}\right) & =N\left(\sum_{n \in \mathbb{N}} \varphi\left(b_{n}\right) p^{n}(\log [\varpi])^{n}\right) \\
& =\sum_{n \in \mathbb{N}} n \varphi\left(b_{n}\right) p^{n}(\log [\varpi])^{n-1} \\
& =p \varphi N\left(\sum_{n \in \mathbb{N}} b_{n}(\log [\varpi])^{n}\right),
\end{aligned}
$$

we have $N \varphi=p \varphi N$.

### 6.2 Some properties about $\boldsymbol{B}_{\text {cris }}$.

### 6.2.1 Some ideals of $W(R)$.

For every subring $A$ of $B_{\mathrm{dR}}$ (in particular, $A=W(R), W(R)\left[\frac{1}{p}\right], W_{K}(R)=$ $\left.W(R)\left[\frac{1}{p}\right] \otimes_{K_{0}} K, A_{\text {cris }}, B_{\text {cris }}^{+}, B_{\text {cris }}\right)$, and for every $r \in \mathbb{Z}$, we let Fil $^{r} A=A \cap$
$\mathrm{Fil}^{r} B_{\mathrm{dR}}$. In particular, one has $\mathrm{Fil}^{0} A=A \cap B_{\mathrm{dR}}^{+}$and denotes $\theta: \mathrm{Fil}^{0} A \rightarrow C$ the restriction of the projection $B_{\mathrm{dR}}^{+} \rightarrow C$.

If $A$ is a subring of $B_{\text {cris }}$ stable by $\varphi$, and if $r \in \mathbb{Z}$, we let $I^{[r]} A=\{a \in A \mid$ $\varphi^{n}(A) \in \operatorname{Fil}^{r} A$ for $\left.n \in \mathbb{N}\right\}$. If $I^{[0]} A=A$, i.e., $A \subseteq B_{\mathrm{dR}}^{+}$(which is the case for $A=W(R), W(R)\left[\frac{1}{p}\right], A_{\text {cris }}$ or $\left.B_{\text {cris }}^{+}\right)$, then $\left\{I^{[r]} A: r \in \mathbb{N}\right\}$ forms a decreasing sequence of ideals of $A$. In this case we also write $I^{[1]} A=I A$.

For any $x \in W(R)$, we write $x^{\prime}=\varphi^{-1}(x)$, we also denote $\bar{x} \in R$ the reduction of $x$ modulo $p$. Then for $\pi_{\varepsilon}=[\varepsilon]-1$, one has $\pi_{\varepsilon}^{\prime}=\left[\varepsilon^{\prime}\right]-1$. Write $\pi_{\varepsilon}=\pi_{\varepsilon}^{\prime} \cdot \tau$ where $\tau=1+\left[\varepsilon^{\prime}\right]+\cdots+[\varepsilon]^{p-1}$. Note that $\theta(\tau)=\sum_{0 \leq i \leq p-1}\left(\varepsilon^{(1)}\right)^{i}=0$ and

$$
\bar{\tau}=1+\varepsilon^{\prime}+\cdots+\varepsilon^{\prime p-1}=\frac{\varepsilon-1}{\varepsilon^{\prime}-1}
$$

and $v(\bar{\tau})=\frac{p}{p-1}-\frac{1}{p-1}=1$, therefore $\tau$ is a generator of $\operatorname{Ker} \theta$.
Proposition 6.18. For every $r \in \mathbb{N}$,
(1) The ideal $I^{[r]} W(R)$ is the principal ideal generated by $\pi_{\varepsilon}^{r}$. In particular, $I^{[r]} W(R)$ is the $r$-th power of $I W(R)$.
(2) For every element $a \in I^{[r]} W(R)$, a generates the ideal if and only if $v(\bar{a})=\frac{r p}{p-1}$.

We first show the case $r=1$, which is the following lemma:
Lemma 6.19. (1) The ideal $I W(R)$ is principal, generated by $\pi_{\varepsilon}$.
(2) For every element $a=\left(a_{0}, a_{1}, \cdots\right) \in I W(R)$, a generates the ideal if and only if $v\left(a_{0}\right)=\frac{p}{p-1}$ and one has $v\left(a_{n}\right)=\frac{p}{p-1}$ for every $n \in \mathbb{N}$.
Proof. For $a=\left(a_{0}, \cdots, a_{n}, \cdots\right) \in I W(R)$, let $\alpha_{n}=a_{n}^{(n)}$, then for every $m \in \mathbb{N}$,

$$
\theta\left(\varphi^{m} a\right)=\sum p^{n} \alpha_{n}^{p^{m}}=\alpha_{0}^{p^{m}}+\cdots+p^{m} \alpha_{m}^{p^{m}}+p^{m+1} \alpha_{m+1}^{p^{m}}+\cdots=0
$$

We claim that for any pair $(r, m) \in \mathbb{N} \times \mathbb{N}$, one has $v\left(\alpha_{m}\right) \geq p^{-m}\left(1+p^{-1}+\right.$ $\left.\cdots+p^{-r}\right)$. This can be shown by induction to the pair $(r, m)$ ordered by the lexicographic order:
(a) If $r=m=0, \theta(a)=\alpha_{0}(\bmod p)$, thus $v\left(\alpha_{0}\right) \geq 1$;
(b) If $r=0$, but $m \neq 0$, one has

$$
0=\theta\left(p^{m} a\right)=\sum_{n=0}^{m-1} p^{n} \alpha_{n}^{p^{m}}+p^{m} \alpha_{m}^{p^{m}} \quad\left(\bmod p^{m+1}\right)
$$

by induction hypothesis, for $0 \leq_{m} n \leq m-1, v\left(\alpha_{n}\right) \geq p^{-n}$, thus $v\left(p^{n} \alpha_{n}^{p^{m}}\right) \geq$ $n+p^{m-n} \geq m+1$, and $v\left(p^{m} \alpha_{m}^{\overline{p^{m}}}\right) \leq m+1$, therefore $v\left(\alpha_{m}\right) \geq p^{m} ;$
(c) If $r \neq 0$, one has

$$
0=\theta\left(p^{m} a\right)=\sum_{n=0}^{m-1} p^{n} \alpha_{n}^{p^{m}}+p^{m} \alpha_{m}^{p^{m}} \sum_{n=m+1}^{\infty} p^{n} \alpha_{n}^{p^{m}} ;
$$

by induction hypothesis,

- for $0 \leq n \leq m-1, v\left(\alpha_{n}\right) \geq p^{-n}\left(1+p^{-1}+\cdots p^{-r}\right)$, thus

$$
v\left(p^{n} \alpha_{n}^{p^{m}}\right) \geq n+p^{m-n}\left(1+\cdots p^{-r}\right) \geq m+\left(1+\cdots p^{-r}\right)
$$

- for $n \geq m+1, v\left(\alpha_{n}\right) \geq p^{-n}\left(1+\cdots p^{-r+1}\right)$, thus

$$
v\left(p^{n} \alpha_{n}^{p^{m}}\right) \geq n+p^{m-n}\left(1+\cdots p^{-r+1}\right) \geq m+\left(1+\cdots p^{-r}\right)
$$

one thus has $v\left(\alpha_{m}\right) \geq p^{-m}\left(1+\cdots+p^{-r}\right.$.
Now by the claim, if $a \in I W(R), v\left(\alpha_{n}\right) \geq p^{n} \cdot \frac{p}{p-1}$, thus $v\left(a_{n}\right) \geq \frac{p}{p-1}$.
On the other hand, for any $n \in \mathbb{N}, \theta\left(\varphi^{n} \pi_{\varepsilon}\right)=\theta\left([\varepsilon]^{p^{n}}-1\right)=0$, thus $\pi_{\varepsilon} \in I W(R)$. As $v(\varepsilon-1)=\frac{p}{p-1}$, the above claim implies that $I W(R) \subseteq\left(\pi_{\varepsilon}, p\right)$. But the set $\left(\mathcal{O}_{C}\right)^{\mathbb{N}}$ is $p$-torsion free, thus if $p x \in I W(R)$, then $x \in W(R)$. Hence $I W(R)=\left(\pi_{\varepsilon}\right)$ and we have the lemma.

Proof (Proof of the Proposition). Let $\mathrm{gr}^{i} W(R)=\mathrm{Fil}^{i} W(R) / \mathrm{Fil}^{i+1} W(R)$ and let $\theta^{i}$ be the projection from $\operatorname{Fil}^{i} W(R)$ to $\operatorname{gr}^{i} W(R)$. As $\operatorname{Fil}^{i} W(R)$ is the principal ideal generated by $\tau^{i}, \operatorname{gr}^{i} W(R)$ is a free $\mathcal{O}_{C}$-module of rank 1 generated by $\theta^{i}\left(\tau^{i}\right)=\theta^{1}(\tau)^{i}$. Note that $\pi_{\varepsilon}=\pi_{\varepsilon}^{\prime} \tau$, then

$$
\varphi^{n}\left(\pi_{\varepsilon}\right)=\pi_{\varepsilon}^{\prime} \tau^{1+\varphi+\cdots+\varphi^{n}} \text { for every } n \in \mathbb{N}
$$

For $i \geq 1, \theta\left(\varphi^{i}(\tau)\right)=p$, hence $\theta^{1}\left(\varphi^{n}\left(\pi_{\varepsilon}\right)\right)=p^{n}\left(\varepsilon^{(1)}-1\right) \cdot \theta^{1}(\tau)$.
Proof of (1): The inclusion $\pi_{\varepsilon}^{r} W(R) \subseteq I^{[r]}$ is clear. We show $\pi_{\varepsilon}^{r} W(R) \supseteq I^{[r]}$ by induction. The case $r=0$ is trivial. Suppose $r \geq 1$. If $a \in I^{(r)} W(R)$, by induction hypothesis, we can write $a=\pi_{\varepsilon}^{r-1} b$ with $b \in W(R)$. We know that $\theta^{r-1}\left(\varphi^{n}(a)\right)=0$ for every $n \in \mathbb{N}$. But
$\theta^{r-1}\left(\varphi^{n}(a)\right)=\theta\left(\varphi^{n}(b)\right) \cdot\left(\theta^{1}\left(\varphi^{n}\left(\pi_{\varepsilon}\right)\right)\right)^{r-1}=\left(p^{n}\left(\varepsilon^{(1)}-1\right)\right)^{r-1} \cdot \theta\left(\varphi^{n}(b)\right) \cdot \theta^{1}(\tau)^{r-1}$.
Since $\theta^{1}(\tau)^{r-1}$ is a generator of $\operatorname{gr}^{r-1} W(R)$ and since $p^{n}\left(\varepsilon^{(1)}-1\right) \neq 0$, one must have $\theta\left(\varphi^{n}(b)\right)=0$ for every $n \in \mathbb{N}$, hence $b \in I W(R)$. By the precedent lemma, there exists $c \in W(R)$ such that $b=\pi_{\varepsilon} c$. Thus $a \in \pi_{\varepsilon}^{r} W(R)$.

Proof of (2): It follows immediately from that $v\left(\overline{\pi_{\varepsilon}^{r}}\right)=r v(\varepsilon-1)=\frac{r p}{p-1}$, and that $x \in W(R)$ is a unit if and only if $\bar{x}$ is a unit in $R$, i.e. if $v(\bar{x})=0$.

### 6.2.2 A description of $\boldsymbol{A}_{\text {cris }}$.

For every $n \in \mathbb{N}$, we write $n=r(n)+(p-1) q(n)$ with $r(n), q(n) \in \mathbb{N}$ and $0 \leq r(n)<p-1$. Let

$$
t^{\{n\}}=t^{r(n)} \gamma_{q(n)}\left(t^{p-1} / p\right)=\left(p^{q(n)} \cdot q(n)!\right)^{-1} \cdot t^{n}
$$

Note that if $p=2, t^{\{n\}}=t^{n} /\left(2^{n} n!\right)$. We have shown that $t^{p-1} / p \in A_{\text {cris }}$, therefore $t^{\{n\}} \in A_{\text {cris }}$. Let $\Lambda_{\varepsilon}$ be a subring of $K_{0}[[t]]$ formed by elements of the form $\sum_{n \in \mathbb{N}} a_{n} t^{\{n\}}$ with $a_{n} \in W=W(k)$ converging $p$-adically to 0 . Let
$S_{\varepsilon}=W\left[\left[\pi_{\varepsilon}\right]\right]$ be the ring of power series of $\pi_{\varepsilon}$ with coefficients in $W$. One can identify $S_{\varepsilon}$ as a sub- $W$-algebra of $\Lambda_{\varepsilon}$, since

$$
\pi_{\varepsilon}=e^{t}-1=\sum_{n \geq 1} \frac{t^{n}}{n!}=\sum_{n \geq 1} c_{n} t^{\{n\}}
$$

where $c_{n}=p^{q(n)} q(n)!/ n$ !, by a simple calculation, $c_{n}$ tends to 0 as $n$ tends to infinity.

Both $S_{\varepsilon}$ and $\Lambda_{\varepsilon}$ are subrings of $A_{\text {cris }}$, stable by the actions of $\varphi$ and of $G_{K_{0}}$ which factors through $\Gamma_{K_{0}}^{\prime}=\operatorname{Gal}\left(K_{0}^{c y c} / K_{0}\right)$. We see that

$$
t=\log ([\varepsilon])=\pi_{\varepsilon} \cdot \sum_{n \geq 0}(-1)^{n} \frac{\pi_{\varepsilon}^{n}}{n+1}=\pi_{\varepsilon} \cdot u
$$

where $u$ is a unit in $\Lambda_{\varepsilon}$.
Recall $\Delta_{K_{0}}$ is the torsion subgroup of $\Gamma_{K_{0}}^{\prime}$. Then the subfield of $K_{0}((t))$ fixed by $\Delta_{K_{0}}$ is $K_{0}\left(\left(t^{p-1}\right)\right)$ (resp. $K\left(\left(t^{2}\right)\right)$ if $\left.p=2\right)$. As a result, the ring $\Lambda$, the subring of $\Lambda_{\varepsilon}$ fixed by $\Delta_{K_{0}}$, is formed by $\sum a_{n} t^{\{n\}}$ with $a_{n}=0$ if $p-1 \nmid n$ (resp. if $2 \nmid n$ ).

Let $\pi_{0}$ be the trace from $K_{0}((t))$ to $K_{0}\left(\left(t^{p-1}\right)\right)\left(\right.$ resp. $K_{0}\left(\left(t^{2}\right)\right)$ if $\left.p=2\right)$ of $\pi_{\varepsilon}$, then

$$
\pi_{0}=(p-1) \sum_{\substack{n \geq 1 \\ p-1 \mid n}} \frac{t^{n}}{n!} \quad\left(\text { resp. } 2 \sum_{\substack{n \geq 1 \\ 2 \mid n}} \frac{t^{n}}{n!}\right)
$$

One sees that the ring $S$, the subring of $S_{\varepsilon}$ fixed by $\Delta_{K_{0}}$, is then the ring of power series $W\left[\left[\pi_{0}\right]\right]$. One can easily check that $\pi_{0} \in p \Lambda$ (resp. 8 $)$, and there exists $v \in \Lambda$ such that $\pi_{0} / p=v \cdot\left(t^{p-1} / p\right)\left(\right.$ resp. $\left.\pi_{0} / 8=v \cdot\left(t^{2} / 8\right)\right)$. One can also see the evident identification $S_{\varepsilon} \otimes_{S} \Lambda=\Lambda_{\varepsilon}$.
let $q=p+\pi_{0}$ and let $q^{\prime}=\varphi^{-1}(q)$. Then $q=\sum_{a \in \mathbb{F}_{p}}[\varepsilon]^{[a]}$ (resp. $[\varepsilon]+[\varepsilon]^{-1}$ ) where $[a]$ is the Teichmüller representative of $a$.
Proposition 6.20. With the precedent notations,
(1) the element $\pi_{0}$ is a generator of $I^{[p-1]} W(R)$ if $p \neq 2$ (resp. of $I^{[2]} W(R)$ if $p=2$ ).
(2) there exists a unit $u \in S$ such that

$$
\varphi \pi_{0}=u \pi_{0} q^{p-1} \text { if } p \neq 2\left(\text { resp. } u \pi_{0} q^{2} \text { if } p=2\right)
$$

Proof. The case of $p \neq 2$ and $p=2$ are analogous, we just show the case $p \neq 2$.

Proof of (1): Let $\pi$ be the norm of $\pi_{\varepsilon}$ over the field extension $K_{0}((t)) / K_{0}\left(\left(t^{p-1}\right)\right)$. One has

$$
\pi_{1}=\prod_{h \in \Delta_{K_{0}}} h\left(\pi_{\varepsilon}\right)=\prod_{a \in \mathbb{F}_{p}^{*}}\left([\varepsilon]^{[a]}-1\right)
$$

By Proposition 6.18, since $[\varepsilon]^{[a]}-1$ is a generator of $I W(R), \pi_{1}$ is a generator of $I^{[p-1]} W(R)$, one has $v\left(\overline{\pi_{1}}\right)=(p-1) \frac{p}{p-1}=p=v\left(\overline{\pi_{0}}\right)$. Therefore one has
$W\left[\left[\pi_{0}\right]\right]=W\left[\left[\pi_{1}\right]\right]$. We can write $\pi_{0}=\sum a_{m} \pi_{1}^{m}$ with $a_{m} \in W$ and $a_{1}$ is a unit. Moreover, since $a_{0}=\theta\left(\pi_{0}\right)=a_{0}, \pi_{0}$ generates the same ideal as $\pi_{1}$.

Proof of (2): Note that $q^{\prime}$ and $\tau$ are two generators of the kernel of the restriction of $\theta$ to $S_{\varepsilon}^{\prime}=\varphi^{-1}\left(S_{\varepsilon}\right)=W\left[\left[\pi_{\varepsilon}^{\prime}\right]\right]$, thus

$$
\pi_{\varepsilon}=\varphi \pi_{\varepsilon}^{\prime}=\pi_{\varepsilon}^{\prime} \tau=u_{1}^{\prime} \pi_{\varepsilon}^{\prime} q^{\prime}
$$

with $u_{1}^{\prime}$ a unit in $S_{\varepsilon}^{\prime}$. Then $\varphi \pi_{\varepsilon}=u_{1} \pi_{\varepsilon} q$ and $\varphi\left(\pi_{\varepsilon}^{p-1}\right)=u_{1}^{p-1} \pi_{\varepsilon}^{p-1} q^{p-1}$. Since $\pi_{0}$ and $\pi_{\varepsilon}^{p-1}$ are two generators of $S_{\varepsilon} \cap I^{[p-1]} W(R), \varphi\left(\pi_{0}\right)=u \pi_{0} q^{p-1}$ with $u$ a unit in $S_{\varepsilon}$. Now the uniqueness of $u$ and the fact that $S=S_{\varepsilon}^{\Delta_{K_{0}}}$ imply that $u$ and $u^{-1} \in S$.

If $A_{0}$ is a commutative ring, $A_{1}$ and $A_{2}$ are two $A_{0}$ algebras such that $A_{1}$ and $A_{2}$ are separated and complete by the $p$-adic topology, we let $A_{1} \widehat{\otimes}_{A_{0}} A_{2}$ be the separate completion of $A_{1} \otimes_{A_{0}} A_{2}$ by the $p$-adic topology.

Theorem 6.21. One has an isomorphism of $W(R)$-algebras

$$
\alpha: \quad W(R) \widehat{\otimes}_{S} \Lambda \longrightarrow A_{\text {cris }}
$$

which is continuous by p-adic topology, given by

$$
\alpha\left(\sum a_{m} \otimes \gamma_{m}\left(\frac{\pi_{0}}{p}\right)=\sum a_{m} \gamma_{m}\left(\frac{\pi_{0}}{p}\right)\right.
$$

The isomorphism $\alpha$ thus induces an isomorphism

$$
\alpha_{\varepsilon}: \quad W(R) \widehat{\otimes}_{S_{\varepsilon}} \Lambda_{\varepsilon} \longrightarrow A_{\text {cris }}
$$

Proof. The isomorphism $\alpha_{\varepsilon}$ comes from

$$
W(R) \widehat{\otimes}_{S_{\varepsilon}} \Lambda_{\varepsilon} \cong W(R) \widehat{\otimes}_{S_{\varepsilon}} S_{\varepsilon} \otimes_{s} \Lambda \cong W(R) \widehat{\otimes}_{S} \Lambda
$$

and the isomorphism $\alpha$. We only consider the case $p \neq 2$ ( $p=2$ is analogous).
Certainly the homomorphism $\alpha$ is well defined and continuous as $\frac{\pi_{0}}{p} \in$ $\mathrm{Fil}^{1} A_{\text {cris }}$, we are left to show that $\alpha$ is an isomorphism. Since both the source and the target are rings separated and complete by $p$-adic topology without $p$-torsion, it suffices to show that $\alpha$ induces an isomorphism on reduction modulo $p$.

But $A_{\text {cris }}$ modulo $p$ is the divided power envelope of $R$ relative to an ideal generated by $\overline{q^{\prime}}$, thus it is the free module over $R / \overline{q^{\prime p}}$ with base the images of $\gamma_{p m}\left(q^{\prime}\right)$ or $\gamma_{m}\left(\frac{q^{\prime p}}{p}\right)$. By the previous proposition, $\varphi\left(\pi_{0}\right)=u \pi_{0} q^{p-1}$, thus $\pi_{0}=u^{\prime} \pi_{0}^{\prime} q^{\prime p-1}=u^{\prime}\left(q^{\prime p}-p q^{\prime p-1}\right)$, which implies that $R / \overline{q^{\prime p}}=R / \overline{\pi_{0}}$ and $A_{\text {cris }}$ modulo $p$ is the free module over $R / \overline{\pi_{0}}$ with base the images of $\gamma_{m}\left(\frac{\pi_{0}}{p}\right)$. It is clear this is also the case for the ring $W(R) \widehat{\otimes}_{S} \Lambda$ modulo $p$.

### 6.2.3 The filtration by $I^{[r]}$.

Proposition 6.22. For every $r \in \mathbb{N}$, suppose $I^{[r]}=I^{[r]} A_{\text {cris }}$. Then if $r \geq 1$, $I^{[r]}$ is a divided power ideal of $A_{\text {cris }}$ which is the associated sub- $W(R)$-module (and also an ideal) of $A_{\text {cris }}$ generated by $t^{\{s\}}$ for $s \geq r$.

Proof. Suppose $I(r)$ is the sub- $W(R)$-module generated by $t^{\{s\}}$ for $s \geq r$. It is clear that $I(r) \subseteq I^{[r]}$ and $I(r)$ is a divided power ideal.

It remains to show that $I^{[r]} \subseteq I(r)$. We show this by induction on $r$. The case $r=0$ is trivial.

Suppose $r \geq 1$ and $a \in I^{[r]}$. The induction hypothesis allows us to write $a$ as the form

$$
a=\sum_{s \geq r-1} a_{s} t^{\{s\}}
$$

where $a_{s} \in W(R)$ tends $p$-adically to 0 . If $b=a_{r-1}$, we have $a=b t^{\{r-1\}}+a^{\prime}$ where $a^{\prime} \in I(r) \subseteq I^{[r]}$, thus $b t^{\{r-1\}} \in I^{[r]}$. But

$$
\varphi\left(b t^{\{r-1\}}\right)=p^{(r-1) n} \cdot \varphi^{n}(b) \cdot t^{\{r-1\}}=c_{r, n} \cdot \varphi^{n}(b) \cdot t^{r-1}
$$

where $c_{r, n}$ is a nonzero rational number. Since $t^{r-1} \in \mathrm{Fil}^{r-1}-\mathrm{Fil}^{r}$, one has $b \in I^{[1]} \cap W(R)$, which is the principal ideal generated by $\pi_{\varepsilon}$. Thus $b t^{\{r-1\}}$ belongs to an ideal of $A_{\text {cris }}$ generated by $\pi_{\varepsilon} t^{\{r-1\}}$. But in $A_{\text {cris }}, t$ and $\pi_{\varepsilon}$ generate the same ideal as $t=\pi_{\varepsilon} \times$ (unit), hence $b t^{\{r-1\}}$ belongs to an ideal generated by $t \cdot t^{\{r-1\}}$, which is contained in $I(r)$.

For every $r \in \mathbb{N}$, we let

$$
A_{\mathrm{cris}}^{r}=A / I^{[r]}, \quad W^{r}(R)=W(R) / I^{[r]} W(R)
$$

Proposition 6.23. For every $r \in \mathbb{N}$, $A_{\text {cris }}^{r}$ and $W^{r}(R)$ are of no p-torsion. The natural map

$$
\iota^{r}: \quad W^{r}(R) \longrightarrow A_{\mathrm{cris}}^{r}
$$

are injective and its cokernel is $p$-torsion, annihilated by $p^{m} m$ ! where $m$ is the largest integer such that $(p-1) m<r$.

Proof. For every $r \in \mathbb{N}, A_{\text {cris }} / \mathrm{Fil}^{r} A_{\text {cris }}$ is torsion free. The kernel of the map

$$
A_{\text {cris }} \rightarrow\left(A_{\text {cris }} / \mathrm{Fil}^{r} A_{\text {cris }}\right)^{\mathbb{N}} \quad x \mapsto\left(\varphi^{n} x \bmod \mathrm{Fil}^{r}\right)_{n \in \mathbb{N}}
$$

is nothing by $I^{[r]}$, thus

$$
A_{\text {cris }}^{r} \hookrightarrow\left(A_{\text {cris }} / \mathrm{Fil}^{r} A_{\text {cris }}\right)^{\mathbb{N}}
$$

is torsion free. As $\iota^{r}$ is injective by definition, $W^{r}(R)$ is also torsion free.
As $W(R)$-module, $A_{\text {cris }}^{r}$ is generated by the images of $\gamma_{s}\left(p^{-1} \pi_{0}\right)$ for $0 \leq$ $(p-1) s<r$, since $p^{s} s!\gamma_{s}\left(p^{-1} \pi_{0}\right) \in W(R)$, and $v\left(p^{s} s!\right)$ is increasing, we have the proposition.

For every subring $A$ of $A_{\text {cris }}$ and for $n \in \mathbb{N}$, write

$$
\operatorname{Fil}^{r} A=A \cap \operatorname{Fil}^{r} A_{\text {cris }}, \quad \operatorname{Fil}_{p}^{r} A=\left\{a \in \operatorname{Fil}^{r} A \mid \varphi x \in p^{r} A\right\}
$$

Proposition 6.24. For every $r \in \mathbb{N}$,
(1) the sequence

$$
0 \longrightarrow \mathbb{Z}_{p} t^{\{r\}} \longrightarrow \operatorname{Fil}_{p}^{r} A_{\text {cris }} \xrightarrow{p^{-r} \varphi-1} A_{\text {cris }} \longrightarrow 0
$$

is exact.
(2) the ideal Fil $_{p}^{r} A_{\text {cris }}$ is the associated sub- $W(R)$-module of $A_{\text {cris }}$ generated by $q^{j} \gamma_{n}\left(p^{-1} t^{p-1}\right)$, for $j+(p-1) n \geq r$.
(3) for $m$ the largest integer such that $(q-1) m<r$, for every $x \in \operatorname{Fil}^{r} A_{\text {cris }}$, $p^{m} m!x \in \operatorname{Fil}_{p}^{r} A_{\text {cris }}$.
Proof. Write $\nu=p^{-r} \varphi-1$. It is clear that $\mathbb{Z}_{p} t^{\{r\}} \subseteq \operatorname{Ker} \nu$. Conversely, if $x \in \operatorname{Ker} \nu$, then $x \in I^{[r]}$ and can be written as

$$
x=\sum_{s \geq r} a_{s} t^{\{s\}}, a_{s} \in W(R) \text { tends to } 0 \text {-adically. }
$$

Note that for every $n \in \mathbb{N},\left(p^{-r} \varphi\right)^{n}(x) \equiv \varphi^{n}\left(a_{r}\right) t^{\{r\}}\left(\bmod p^{n} A_{\text {cris }}\right)$, thus $x=b t^{\{r\}}$ with $b \in W(R)$ and moreover, $\varphi(b)=b$, i.e. $b \in \mathbb{Z}_{p}$.

Let $N$ be the associated sub- $W(R)$-module of $A_{\text {cris }}$ generated by $q^{\prime j} \gamma_{n}\left(\frac{t^{p-1}}{p}\right)$, for $j+(p-1) n \geq r$. If $j, n \in \mathbb{N}$, one has

$$
\varphi\left(q^{\prime j} \gamma_{n}\left(\frac{t^{p-1}}{p}\right)\right)=q^{j} p^{n(p-1)} \gamma_{n}\left(\frac{t^{p-1}}{p}\right)=p^{j+n(p-1)}\left(1+\frac{\pi_{0}}{p}\right)^{j} \gamma_{n}\left(\frac{t^{p-1}}{p}\right)
$$

thus $N \subseteq \operatorname{Fil}_{p}^{r} A_{\text {cris }}$.
Since $\mathbb{Z}_{p} t^{\{r\}} \subseteq N$, to prove the first two assertions, it suffices to show that for every $a \in A_{\text {cris }}$, there exists $x \in N$ such that $\nu(x)=a$. Since $N$ and $A_{\text {cris }}$ are separated and complete by the $p$-adic topology, it suffices to show that for every $a \in A_{\text {cris }}$, there exists $x \in N$, such that $\nu(x) \equiv a(\bmod p)$. If $a=\sum_{n>r / p-1} a_{n} \gamma_{n}\left(\frac{t^{p-1}}{p}\right)$ with $a_{n} \in W(R)$, it is nothing but to take $x=-a$.

Thus it remains to check that for every $i \in \mathbb{N}$ such that $(p-1) i \leq r$ and for $b \in W(R)$, there exists $x \in N$ such that $\nu(x)-b \gamma_{i}\left(\frac{t^{p-1}}{p}\right)$ is contained in the ideal $M$ generated by $p$ and $\gamma_{n}\left(p^{-1} t^{p-1}\right)$ with $n>i$. It suffices to take $x=y q^{\prime r-(p-1) i} \gamma_{i}\left(\frac{t^{p-1}}{p}\right)$ with $y \in W(R)$ the solution of the equation

$$
\varphi y-q^{\prime r-(p-1) i} y=b
$$

Proof of (3): Suppose $x \in \operatorname{Fil}^{r} A_{\text {cris }}$, then by Proposition 6.23 , one can write

$$
p^{m} m!x=y+z, y \in W(R), z \in I^{[r]}
$$

Since $y \in I^{[r]}$, one sees that $y \in \operatorname{Fil}^{r} W(R)=q^{\prime r} W(R) \subseteq N$. The assertion follows since we also have $z \in I^{[r]} \subseteq N$.

Theorem 6.25. (1) Suppose

$$
B_{\text {cris }}^{\prime}=\left\{x \in B_{\text {cris }} \mid \varphi^{n}(x) \in \operatorname{Fil}^{0} B_{\text {cris }} \text { for all } n \in \mathbb{N}\right\}
$$

Then $\varphi\left(B_{\text {cris }}^{\prime}\right) \subseteq B_{\text {cris }}^{+} \subseteq B_{\text {cris }}^{\prime}$ if $p \neq 2$ and $\varphi^{2}\left(B_{\text {cris }}^{\prime}\right) \subseteq B_{\text {cris }}^{+} \subseteq B_{\text {cris }}^{\prime}$ if $p=2$.
(2) For every $r \in \mathbb{N}$, the sequence

$$
0 \longrightarrow \mathbb{Q}_{p}(r) \longrightarrow \mathrm{Fil}^{r} B_{\text {cris }}^{+} \xrightarrow{p^{-r} \varphi-1} B_{\text {cris }}^{+} \longrightarrow 0
$$

is exact.
(3) For every $r \in \mathbb{Z}$, the sequence

$$
0 \longrightarrow \mathbb{Q}_{p}(r) \longrightarrow \mathrm{Fil}^{r} B_{\text {cris }} \xrightarrow{p^{-r} \varphi-1} B_{\text {cris }} \longrightarrow 0
$$

is exact.
Proof. For (1), $B_{\text {cris }}^{+} \subseteq B_{\text {cris }}^{\prime}$ is trivial. Conversely, suppose $x \in B_{\text {cris }}^{\prime}$. There exist $r, j \in \mathbb{N}$ and $y \in A_{\text {cris }}$ such that $x=t^{-r} p^{-j} y$. If $n \in \mathbb{N}, \varpi^{n}(x)=$ $p^{-n r-j} t^{-r} \varphi^{n}(y)$, then $\varphi^{n}(y) \in \mathrm{Fil}^{r} A_{\text {cris }}$ for all $n$, and thus $y \in I^{[r]}$. One can write $y=\sum_{m \geq 0} a_{m} t^{\{m+r\}}$ with $a_{m} \in W(R)$ converging to 0 p-adically. One thus has

$$
x=p^{-j} \sum_{m \geq 0} a_{m} t^{\{m+r\}-r} \text { and } \varphi x=p^{-j-r} \sum_{m \geq 0} \varphi\left(a_{m}\right) p^{m+r} t^{\{m+r\}-r}
$$

By a simple calculation, $\varphi x=p^{-j-r} \sum_{m \geq 0} c_{m} \varphi\left(a_{m}\right) t^{m}$, where $c_{m}$ is a rational number satisfying

$$
v\left(c_{m}\right) \geq(m+r)\left(1-\frac{1}{p-1}-\frac{1}{(p-1)^{2}}\right)
$$

If $p \neq 2$, it is an integer and $\varphi(x) \in p^{-j-r} W(R)[[t]] \subseteq p^{-j-r} A_{\text {cris }} \subseteq B_{\text {cris }}^{+}$. For $p=2$, the proof is analogous.

The assertion (2) follows directly from Proposition 6.24.
For the proof of (3), by (2), for every integer $i$ such that $r+i \geq 0$, one has an exact sequence

$$
0 \longrightarrow \mathbb{Q}_{p}(r+i) \longrightarrow \mathrm{Fil}^{r+i} B_{\text {cris }}^{+} \longrightarrow B_{\text {cris }}^{+} \longrightarrow 0
$$

which, Tensoring by $\mathbb{Q}_{p}(-i)$, results the following exact sequence

$$
0 \longrightarrow \mathbb{Q}_{p}(r) \longrightarrow t^{-i} \mathrm{Fil}^{r+i} B_{\text {cris }}^{+} \longrightarrow t^{-i} B_{\text {cris }}^{+} \longrightarrow 0
$$

The result follows by passing the above exact sequence to the limit.
Let $B_{e}=\left\{b \in B_{\text {cris }}, \varphi b=b\right\}$, which is a sub-ring of $B_{\text {cris }}$ containing $\mathbb{Q}_{p}$. Note that $u \in U$ means that $u \in B_{\text {cris }}^{+}, \varphi u=p u$, thus $\frac{u}{t} \in B_{e}$. One can show that $B_{e}$ is generated by $\frac{u}{t}, u \in U$ as a $\mathbb{Q}_{p}$-algebra.

Theorem 6.26. (1) The sequence

$$
0 \longrightarrow \mathbb{Q}_{p} \longrightarrow B_{\text {cris }} \cap B_{\mathrm{dR}}^{+} \xrightarrow{\varphi-1} B_{\text {cris }} \longrightarrow 0
$$

is exact.
(2) The sequence

$$
0 \longrightarrow B_{e} \longrightarrow B_{\text {cris }} \xrightarrow{\varphi-1} B_{\text {cris }} \longrightarrow 0
$$

is exact.
(3) The sequence

$$
0 \longrightarrow \mathbb{Q}_{p} \hookrightarrow B_{e} \longrightarrow B_{\mathrm{dR}} / B_{\mathrm{dR}}^{+} \longrightarrow 0
$$

is exact.
Remark 6.27. The third exact sequence is the so-called fundamental exact sequence, which means that
(a) $\mathbb{Q}_{p}=B_{e} \cap B_{\mathrm{dR}}^{+}$,
(b) $B_{\mathrm{dR}}=B_{e}+B_{\mathrm{dR}}^{+}($not a direct sum $)$.

Proof. The assertion(1) is a special case of Theorem 6.25 (3). By (1), the map $\varphi-1$ is onto on $B_{\text {cris }}$, i.e., for every $b \in B_{\text {cris }}$, there exists $x \in B_{\text {cris }}$, such that $\varphi x-x=b$. Thus (2) is exact.

For (3), we have the following diagram with exact rows and columns:


Then

$$
B_{e} / \mathbb{Q}_{p} \cong \frac{B_{\mathrm{cris}}}{B_{\mathrm{cris}} \cap B_{\mathrm{dR}}^{+}} \cong \frac{B_{\mathrm{dR}}}{B_{\mathrm{dR}}^{+}}
$$

as $B_{\mathrm{dR}}=B_{\text {cris }} B_{\mathrm{dR}}^{+}$.

### 6.3 Semi-stable $\boldsymbol{p}$-adic Galois representations

Proposition 6.28. The rings $B_{\text {cris }}$ and $B_{\text {st }}$ are $\left(\mathbb{Q}_{p}, G_{K}\right)$-regular, which means that
(1) $B_{\text {cris }}$ and $B_{\text {st }}$ are domains,
(2) $B_{\text {cris }}^{G_{K}}=B_{\mathrm{st}}^{G_{K}}=C_{\mathrm{st}}^{G_{K}}=K_{0}$,
(3) If $b \in B_{\text {cris }}$ (resp. $B_{\text {st }}$ ), $b \neq 0$, such that $\mathbb{Q}_{p} \cdot b$ is stable under $G_{K}$, then $b$ is invertible in $B_{\text {cris }}$ (resp. $B_{\mathrm{st}}$ ).
Proof. (1) is immediate, since $B_{\text {cris }} \subset B_{\mathrm{st}} \subset B_{\mathrm{dR}}$. (2) is just Theorem 6.14 (1).

For (3), since $\bar{k}$ is the residue field of $R, W(R)$ contains $W(\bar{k})$ and $W(R)\left[\frac{1}{p}\right]$ contains $P_{0}:=W(\bar{k})\left[\frac{1}{p}\right]$. Then $B_{\text {cris }}$ contains $P_{0}$. Let $\bar{P}$ be the algebraic closure of $P_{0}$ in $C$, then $B_{\mathrm{dr}}$ is a $\bar{P}$-algebra.

If $b \in B_{\mathrm{dR}}, b \neq 0$, such that $\mathbb{Q}_{p} b$ is stable under $G_{K}$, by multiplying $t^{-i}$ for some $i \in \mathbb{Z}$, we may assume $b \in B_{\mathrm{dR}}^{+}$but $b \notin$ Fil $^{1} B_{\mathrm{dR}}$. Suppose $g(b)=\chi(g) b$. Let $\bar{b}=\theta(b)$ be the image of $b \in C$. Then $\mathbb{Q}_{p} \bar{b} \cong \mathbb{Q}_{p}(\chi)$ is a one-dimensional $\mathbb{Q}_{p}$-subspace of $C$ stable under $G_{K}$, by Sen's theory (Corollary 3.56), this implies that $\chi\left(I_{K}\right)$ is finite and $\bar{b} \in \bar{P} \subset B_{\mathrm{dR}}^{+}$. Then $b^{\prime}=b-\bar{b} \in \mathrm{Fil}^{i} B_{\mathrm{dR}}-\mathrm{Fil}^{i+1} B_{\mathrm{dR}}$ for some $i \geq 1$. Note that $\mathbb{Q}_{p} b^{\prime}$ is also stable by $G_{K}$ whose action is defined by the same $\chi$. Then the $G_{K}$-action on $\mathbb{Q}_{p} \theta\left(t^{-i} b^{\prime}\right)$ is defined by $\eta^{-i} \chi$ where $\eta$ is the cyclotomic character. In this case $\eta^{-i} \chi\left(I_{K}\right)$ is not finite and it is only possible that $b^{\prime}=0$ and hence $b=\bar{b} \in \bar{P}$.

Now if $b \in B_{\text {st }}$, then $b \in \bar{P} \cap B_{\text {st }}$. We claim that $\bar{P} \cap B_{\text {st }}=P_{0} \subset B_{\text {cris }}$. Indeed, suppose $\bar{P} \cap B_{\text {st }}=Q \supset P_{0}$. Then $\operatorname{Frac}(Q)$ contains a nontrivial finite extension $L$ of $P_{0}$. Note that $L_{0}=P_{0}$ and by (2), $B_{\mathrm{st}}^{G_{L}}=P_{0}$, but $\operatorname{Frac}(Q)^{G_{L}}=L$, contradiction!

For any $p$-adic representation $V$, we denote

$$
\mathbf{D}_{\text {st }}(V)=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}, \quad \mathbf{D}_{\text {cris }}(V)=\left(B_{\text {cris }} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}} .
$$

Note that $\mathbf{D}_{\text {st }}(V)$ and $\mathbf{D}_{\text {cris }}(V)$ are $K_{0}$-vector spaces and the maps

$$
\begin{aligned}
& \alpha_{\text {st }}(V): B_{\text {st }} \otimes_{K_{0}} \mathbf{D}_{\text {st }}(V) \rightarrow B_{\text {st }} \otimes_{\mathbb{Q}_{p}} V \\
& \alpha_{\text {cris }}(V): B_{\text {cris }} \otimes_{K_{0}} \mathbf{D}_{\text {cris }}(V) \rightarrow B_{\text {cris }} \otimes_{\mathbb{Q}_{p}} V
\end{aligned}
$$

are always injective.
Definition 6.29. A p-adic representation $V$ of $G_{K}$ is called semi-stable if it is $B_{\mathrm{st}}$-admissible, i.e., the map $\alpha_{\mathrm{st}}(V)$ is an isomorphism.

A p-adic representation $V$ of $G_{K}$ is called crystalline if it is $B_{\text {cris }}{ }^{-}$ admissible, i.e., the map $\alpha_{\text {cris }}(V)$ is an isomorphism.

Clearly, for any $p$-adic representation $V, \mathbf{D}_{\text {cris }}(V)$ is a subspace of $\mathbf{D}_{\text {st }}(V)$ and

$$
\operatorname{dim}_{K_{0}} \mathbf{D}_{\text {cris }}(V) \leq \operatorname{dim}_{K_{0}} \mathbf{D}_{\text {st }}(V) \leq \operatorname{dim}_{\mathbb{Q}_{p}} V .
$$

Therefore we have

Proposition 6.30. (1) A p-adic representation $V$ is semi-stable (resp. crystalline) if and only if $\operatorname{dim}_{K_{0}} \mathbf{D}_{\text {st }}(V)=\operatorname{dim}_{\mathbb{Q}_{p}} V$ (resp. $\operatorname{dim}_{K_{0}} \mathbf{D}_{\text {cris }}(V)=$ $\left.\operatorname{dim}_{\mathbb{Q}_{p}} V\right)$.
(2) A crystalline representation is always semi-stable.

Let $V$ be any $p$-adic representation of $G_{K}$, since $K \otimes_{K_{0}} B_{\mathrm{st}} \rightarrow B_{\mathrm{dR}}$ is injective if $\left[K: K_{0}\right]<\infty$ (Theorem 6.14), we see that

$$
\begin{aligned}
K \otimes_{K_{0}} \mathbf{D}_{\mathrm{st}}(V) & =K \otimes_{K_{0}}\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}} \\
& =\left(K \otimes_{K_{0}}\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)\right)^{G_{K}} \\
& =\left(\left(K \otimes_{K_{0}} B_{\mathrm{st}}\right) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}} \\
& \hookrightarrow\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}=\mathbf{D}_{\mathrm{dR}}(V)
\end{aligned}
$$

Thus $K \otimes_{K_{0}} \mathbf{D}_{\text {st }}(V) \subset \mathbf{D}_{\mathrm{dR}}(V)$ as $K$-vector spaces.
Assume that $V$ is semi-stable, then $\operatorname{dim}_{K_{0}} \mathbf{D}_{\text {cris }}(V)=\operatorname{dim}_{\mathbb{Q}_{p}} V$, thus

$$
\operatorname{dim}_{K} K \otimes_{K_{0}} \mathbf{D}_{\text {cris }}(V)=\operatorname{dim}_{\mathbb{Q}_{p}} V \geq \operatorname{dim} \mathbf{D}_{\mathrm{dR}} V
$$

which implies that

$$
\operatorname{dim} \mathbf{D}_{\mathrm{dR}} V=\operatorname{dim}_{\mathbb{Q}_{p}} V
$$

i.e., $V$ is de Rham. Thus we have proved that

Proposition 6.31. If $V$ is a semi-stable p-adic representation of $G_{K}$, then it is de Rham. Moreover,

$$
\mathbf{D}_{\mathrm{dR}}(V)=K \otimes_{K_{0}} \mathbf{D}_{\mathrm{st}}(V)
$$

Let $V$ be any $p$-adic representation of $G_{K}$. On $\mathbf{D}_{\text {st }}(V)$ there are a lot of structures because of the maps $\varphi$ and $N$ on $B_{\text {st }}$. We define two corresponding maps $\varphi$ and $N$ on $B_{\text {st }} \otimes_{\mathbb{Q}_{p}} V$ by

$$
\begin{aligned}
& \varphi(b \otimes v)=\varphi b \otimes v \\
& N(b \otimes v)=N b \otimes v
\end{aligned}
$$

for $b \in B_{\text {st }}, v \in V$. The maps $\varphi$ and $N$ commute with the action of $G_{K}$ and satisfy $N \varphi=p \varphi N$. Now one can easily see that the $K_{0}$-vector space $D=\mathbf{D}_{\text {st }}(V)$ is stable under $\varphi$ and $N, \operatorname{dim}_{K_{0}} D<\infty$ and $\varphi$ is bijective on $D$ (One can check that $\varphi$ is injective on $B_{\text {st }}$ ). Moreover, the $K$-vector space

$$
D_{K}=K \otimes_{K_{0}} \mathbf{D}_{\mathrm{st}}(V) \subset \mathbf{D}_{\mathrm{dR}}(V)
$$

is equipped with the structure of a filtered $K$-vector space with the induced filtration

$$
\operatorname{Fil}^{i} D_{K}=D_{K} \bigcap \operatorname{Fil}^{i} \mathbf{D}_{\mathrm{dR}}(V)
$$

In next section, we shall see $\mathbf{D}_{\text {st }}(V)$ is a filtered $(\varphi, N)$-module $D$ over $K$ such that $\operatorname{dim}_{K_{0}} D<\infty$ and $\varphi$ is bijective on $D$.

Remark 6.32. By definition, a crystalline representation is a $p$-adic representation of $G_{K}$ which is $B_{\text {cris }}$-admissible. Note that $B_{\text {cris }}=\left\{b \in B_{\text {st }} \mid N b=0\right\}$. Thus a $p$-adic representation $V$ of $G_{K}$ is crystalline if and only if $V$ is semistable and $N=0$ on $D_{\text {st }}(V)$.

### 6.4 Filtered ( $\varphi, N$ )-modules

### 6.4.1 Definitions.

Definition 6.33. $A(\varphi, N)$-module over $k$ (or equivalently, over $K_{0}$ ) is a $K_{0}$ vector space $D$ equipped with two maps

$$
\varphi, N: D \longrightarrow D
$$

with the following properties:
(1) $\varphi$ is semi-linear with respect to the absolute Frobenius $\sigma$ on $K_{0}$.
(2) $N$ is a $K_{0}$-linear map.
(3) $N \varphi=p \varphi N$.

A morphism $\eta: D_{1} \rightarrow D_{2}$ between two $(\varphi, N)$-modules, is a $K_{0}$-linear map commuting with $\varphi$ and $N$.

Remark 6.34. The map $\varphi: D \rightarrow D$ is additive, and

$$
\varphi(\lambda d)=\sigma(\lambda) \varphi(d), \text { for every } \lambda \in K_{0}, d \in D
$$

To give $\varphi$ is the same as to give a $K_{0}$-linear map

$$
\Phi: K_{0}{ }_{\sigma} \otimes_{K_{0}} D \rightarrow D
$$

by $\Phi(\lambda \otimes d)=\lambda \varphi(d)$.
Remark 6.35. The category of $(\varphi, N)$-modules is an abelian category. It is the category of left-modules over the non-commutative ring generated by $K_{0}$ and two elements $\varphi$ and $N$ with relations

$$
\varphi \lambda=\sigma(\lambda) \varphi, \quad N \lambda=\lambda N, \quad \text { for all } \lambda \in K_{0}
$$

and

$$
N \varphi=p \varphi N
$$

Moreover,
(1) There is a tensor product in this category given by

- $D_{1} \otimes D_{2}=D_{1} \otimes_{K_{0}} D_{2}$ as $K_{0}$-vector space,
- $\varphi\left(d_{1} \otimes d_{2}\right)=\varphi d_{1} \otimes \varphi d_{2}$,
- $\quad N\left(d_{1} \otimes d_{2}\right)=N d_{1} \otimes d_{2}+d_{1} \otimes N d_{2}$.
(2) $K_{0}$ has a structure of $(\varphi, N)$-module by $\varphi=\sigma, N=0$. Moreover

$$
K_{0} \otimes D=D \otimes K_{0}=D
$$

thus it is the unit object in the category.
(3) The full sub-category of the category of $(\varphi, N)$-modules over $k$ such that

$$
\operatorname{dim}_{K_{0}} D<\infty \text { and } \varphi \text { is bijective }
$$

is an abelian category and is stable under tensor product.
If $D$ is an object of this sub-category, we may define the dual object $D^{*}=$ $\mathscr{L}\left(D, K_{0}\right)$ of $D$, the set of linear maps $\eta: D \rightarrow K_{0}$ such that

- $\varphi(\eta)=\sigma \circ \eta \circ \varphi^{-1}$,
- $\quad N(\eta)(d)=-\eta(N d)$, for all $d \in D$.

Definition 6.36. $A$ filtered $(\varphi, N)$-module over $K$ consists of a $(\varphi, N)$ module $D$ over $K_{0}$ and a filtration on the $K$-vector space $D_{K}=K_{0} \otimes_{K_{0}} D$ which is decreasing, separated and exhaustive, i.e., such that $\mathrm{Fil}^{i} D_{K}(i \in \mathbb{Z})$, the sub $K$-vector spaces of $D_{K}$ satisfy

- $\mathrm{Fil}^{i+1} D_{K} \subset \operatorname{Fil}^{i} D_{K}$,
- $\bigcap_{i \in \mathbb{Z}} \operatorname{Fil}^{i} D_{K}=0, \quad \bigcup_{i \in \mathbb{Z}} \operatorname{Fil}^{i} D_{K}=D_{K}$.

A morphism $\eta: D_{1} \rightarrow D_{2}$ of filtered $(\varphi, N)$-modules is a morphism of $(\varphi, N)$ modules such that the induced $K$-linear map $\eta_{K}: K \otimes_{K_{0}} D_{1} \rightarrow K \otimes_{K_{0}} D_{2}$ satisfies

$$
\eta_{K}\left(\operatorname{Fil}^{i} D_{1 K}\right) \subset \operatorname{Fil}^{i} D_{2 K}, \text { for all } i \in \mathbb{Z}
$$

The set of filtered $(\varphi, N)$-modules over $K$ makes a category. We denote it by $\mathbf{M F}_{K}(\varphi, N)$.
Remark 6.37. The category $\mathbf{M F}_{K}(\varphi, N)$ is an additive category (but not abelian). Moreover,
(1) There is an tensor product:

$$
D_{1} \otimes D_{2}=D_{1} \otimes_{K_{0}} D_{2}
$$

with $\varphi, N$ as in Remark 6.35, and the filtration on
$\left(D_{1} \otimes D_{2}\right)_{K}=K \otimes_{K_{0}}\left(D_{1} \otimes_{K_{0}} D_{2}\right)=\left(K \otimes_{K_{0}} D_{1}\right) \otimes\left(K \otimes_{K_{0}} D_{2}\right)=D_{1 K} \otimes_{K} D_{2 K}$ defined by

$$
\operatorname{Fil}^{i}\left(D_{1 K} \otimes_{K} D_{2 K}\right)=\sum_{i_{1}+i_{2}=i} \operatorname{Fil}^{i_{1}} D_{1 K} \otimes_{K} \operatorname{Fil}^{i_{2}} D_{2 K}
$$

(2) $K_{0}$ can be viewed as a filtered $(\varphi, N)$-module with $\varphi=\sigma, N=0$ and

$$
\mathrm{Fil}^{i} K= \begin{cases}K, & i \leqslant 0 \\ 0, & i>0\end{cases}
$$

Then for any filtered $(\varphi, N)$-module $D, K_{0} \otimes D \simeq D \otimes K_{0} \simeq D$. Thus $K_{0}$ is the unit element in the category.
(3) If $\operatorname{dim}_{K_{0}} D<\infty$ and if $\varphi$ is bijective on $D$, we may define the dual object $D^{*}$ of $D$ by

$$
\begin{aligned}
& \left(D^{*}\right)_{K}=K \otimes_{K_{0}} D^{*}=\left(D_{K}\right)^{*} \simeq \mathscr{L}\left(D_{K}, K\right) \\
& \operatorname{Fil}^{i}\left(D^{*}\right)_{K}=\left(\mathrm{Fil}^{-i+1} D_{K}\right)^{*}
\end{aligned}
$$

### 6.4.2 $t_{N}(D)$ and $t_{H}(D)$.

Assume $D$ is a $(\varphi, N)$-module over $k$ such that $\operatorname{dim}_{K_{0}} D<\infty$ and $\varphi$ is bijective. We associate an integer $t_{N}(D)$ to $D$ here.
(1) Assume first that $\operatorname{dim}_{K_{0}} D=1$. Then $D=K_{0} d$ with $\varphi d=\lambda d$, for $d \neq 0 \in D$ and $\lambda \in K_{0} . \varphi$ is bijective implies that $\lambda \neq 0$.

Assume $d^{\prime}=a d, a \in K_{0}, a \neq 0$, such that $\varphi d^{\prime}=\lambda^{\prime} d^{\prime}$. One can compute easily that

$$
\varphi d^{\prime}=\sigma(a) \lambda d=\frac{\sigma(a)}{a} \lambda d^{\prime}
$$

which implies

$$
\lambda^{\prime}=\lambda \frac{\sigma(a)}{a}
$$

As $\sigma: K_{0} \rightarrow K_{0}$ is an automorphism, $v_{p}(\lambda)=v_{p}\left(\lambda^{\prime}\right) \in \mathbb{Z}$ is independent of the choice of the basis of $D$. We define

Definition 6.38. If $D$ is a $(\varphi, N)$-module over $k$ of dimension 1 such that $\varphi$ is bijective, then set

$$
\begin{equation*}
t_{N}(D):=v_{p}(\lambda) \tag{6.11}
\end{equation*}
$$

where $\lambda \in \mathrm{GL}_{1}\left(K_{0}\right)=K_{0}^{*}$ is the matrix of $\varphi$ under some basis.
Remark 6.39. The letter $N$ in the expression $t_{N}(D)$ stands for the word Newton, not for the monodromy map $N: D \rightarrow D$.
(2) Assume $\operatorname{dim}_{K_{0}} D=h$ is arbitrary. The $h$-th exterior product

$$
\bigwedge_{K_{0}}^{h} D \subset D \otimes_{K_{0}} D \otimes_{K_{0}} \cdots \otimes_{K_{0}} D(h \text { times })
$$

is a one-dimensional $K_{0}$-vector space. Moreover, $\varphi$ is injective(resp. surjective, bijective) on $D$ implies that it is also injective(resp. surjective, bijective) on $\bigwedge_{K_{0}}^{h} D$.

Definition 6.40. If $D$ is a $(\varphi, N)$-module over $k$ of dimension $h$ such that $\varphi$ is bijective, then set

$$
\begin{equation*}
t_{N}(D):=t_{N}\left(\bigwedge_{K_{0}}^{h} D\right) \tag{6.12}
\end{equation*}
$$

Choose a basis $\left\{e_{1}, \cdots, e_{h}\right\}$ of $D$ over $K_{0}$, such that $\varphi\left(e_{i}\right)=\sum_{j=1}^{h} a_{i j} e_{j}$. Write $A=\left(a_{i j}\right)_{1 \leqslant i, j \leqslant h}$. Given another basis $\left\{e_{1}^{\prime}, \cdots, e_{h}^{\prime}\right\}$ with the transformation matrix $P$, write $A^{\prime}$ the matrix of $\varphi$, then $A=\sigma(P) A^{\prime} P^{-1}$. Moreover $\varphi$ is injective if and only if $\operatorname{det} A \neq 0$, and

Proposition 6.41.

$$
\begin{equation*}
t_{N}(D)=v_{p}(\operatorname{det} A) \tag{6.13}
\end{equation*}
$$

Proposition 6.42. One has
(1) If $0 \rightarrow D^{\prime} \rightarrow D \rightarrow D^{\prime \prime} \rightarrow 0$ is a short exact sequence of $(\varphi, N)$-modules, then $t_{N}(D)=t_{N}\left(D^{\prime}\right)+t_{N}\left(D^{\prime \prime}\right)$.
(2) $t_{N}\left(D_{1} \otimes D_{2}\right)=\operatorname{dim}_{K_{0}}\left(D_{2}\right) t_{N}\left(D_{1}\right)+\operatorname{dim}_{K_{0}}\left(D_{1}\right) t_{N}\left(D_{2}\right)$.
(3) $t_{N}\left(D^{*}\right)=-t_{N}(D)$.

Proof. (1) Choose a $K_{0}$-basis $\left\{e_{1}, \cdots, e_{h^{\prime}}\right\}$ of $D^{\prime}$ and extend it to a basis $\left\{e_{1}, \cdots, e_{h}\right\}$ of $D$, then $\left\{\bar{e}_{h^{\prime}+1}, \cdots, \bar{e}_{h}\right\}$ is a basis of $D^{\prime \prime}$. Under these bases, suppose the matrix of $\varphi$ over $D^{\prime}$ is $A$, over $D^{\prime \prime}$ is $B$, then over $D$ the matrix of $\varphi$ is $\left(\begin{array}{cc}A & * \\ 0 & B\end{array}\right)$. Thus

$$
t_{N}(D)=v_{p}(\operatorname{det}(A) \cdot \operatorname{det}(B))=t_{N}\left(D^{\prime}\right)+t_{N}\left(D^{\prime \prime}\right)
$$

(2) If the matrix of $\varphi$ over $D_{1}$ to a certain basis $\left\{e_{i}\right\}$ is $A$, and over $D_{2}$ to a certain basis $\left\{f_{j}\right\}$ is $B$, then $\left\{e_{i} \otimes f_{j}\right\}$ is a basis of $D_{1} \otimes D_{2}$ and under this basis, the matrix of $\varphi$ is $A \otimes B=\left(a_{i_{1}, i_{2}} B\right)$. Thus $\operatorname{det}(A \otimes B)=$ $\operatorname{det}(A)^{\operatorname{dim} D_{2}} \operatorname{det}(B)^{\operatorname{dim} D_{1}}$ and

$$
t_{N}\left(D_{1} \otimes D_{2}\right)=v_{p}(\operatorname{det}(A \otimes B))=\operatorname{dim}_{K_{0}}\left(D_{2}\right) t_{N}\left(D_{1}\right)+\operatorname{dim}_{K_{0}}\left(D_{1}\right) t_{N}\left(D_{2}\right)
$$

(3) If the matrix of $\varphi$ over $D$ to a certain basis $\left\{e_{i}\right\}$ is $A$, then under the dual basis $\left\{e_{i}^{*}\right\}$ of $D^{*}$, the matrix of $\varphi$ is $\sigma\left(A^{-1}\right)$, hence $t_{N}\left(D^{*}\right)=$ $v_{p}\left(\operatorname{det} \sigma\left(A^{-1}\right)\right)=-v_{p}(\operatorname{det} A)=-t_{N}(D)$.

Proposition 6.43. If $D$ is a $(\varphi, N)$-module such that $\operatorname{dim}_{K_{0}} D<\infty$ and $\varphi$ is bijective, then $N$ is nilpotent.

Proof. If $N$ is not nilpotent, let $h$ be an integer such that $N^{h}(D)=N^{h+1}(D)=$ $\cdots=N^{m}(D)$ for all $m \geq h$. Then $D^{\prime}=N^{h}(D)$ is invariant by $N$, and by $\varphi$ since $N^{m} \varphi=p^{m} \varphi N^{m}$ for every integer $m>0$. Thus $D^{\prime}$ is a $(\varphi, N)$-module such that $N$ and $\varphi$ are both surjective.

Pick a basis of $D^{\prime}$ and suppose under this basis, the matrices of $\varphi$ and $N$ are $A$ and $B$ respectively. By $N \varphi=p \varphi N$ we have $B A=p A \sigma(B)$. Thus $v_{p}(\operatorname{det}(B))=1+v_{p}(\operatorname{det}(\sigma(B)))=1+v_{p}(\operatorname{det}(B))$, this is impossible.

Now let $\mathbf{F i l}{ }_{K}$ be the category of finite-dimensional filtered $K$-vector spaces.
Definition 6.44. Suppose $\Delta \in \mathbf{F i l}_{K}$ is a finite dimensional filtered $K$-vector space.
(1) If $\operatorname{dim}_{K} \Delta=1$, define

$$
\begin{equation*}
t_{H}(\Delta):=\max \left\{i \in \mathbb{Z}: \operatorname{Fil}^{i} \Delta=\Delta\right\} \tag{6.14}
\end{equation*}
$$

Thus it is the integer $i$ such that $\mathrm{Fil}^{i} \Delta=\Delta$ and $\mathrm{Fil}^{i+1} \Delta=0$.
(2) If $\operatorname{dim}_{K} \Delta=h$, define

$$
\begin{equation*}
t_{H}(\Delta):=t_{H}\left(\bigwedge_{K}^{h} \Delta\right) \tag{6.15}
\end{equation*}
$$

where $\bigwedge_{K}^{h} \Delta \subset \Delta \otimes_{K_{0}} \Delta \otimes_{K_{0}} \cdots \Delta$ (h times) is the $h$-th exterior algebra of $\Delta$ with the induced filtration.

There is always a basis $\left\{e_{1}, \cdots, e_{h}\right\}$ of $\Delta$ over $K$ which is adapted to the filtration, i.e., there exists $i_{1}, \cdots, i_{h} \in \mathbb{Z}$ such that for any integer $i$,

$$
\operatorname{Fil}^{i}(\Delta)=\bigoplus_{i_{j} \geqslant i} K e_{i_{j}}
$$

Then

$$
t_{H}(\Delta)=\sum_{j=1}^{h} i_{j}
$$

Proposition 6.45. One has

$$
\begin{equation*}
t_{H}(\Delta)=\sum_{i \in \mathbb{Z}} i \cdot \operatorname{dim}_{K} \operatorname{gr}^{i} \Delta \tag{6.16}
\end{equation*}
$$

with $\operatorname{gr}^{i} \Delta=\operatorname{Fil}^{i} \Delta / \operatorname{Fil}^{i+1} \Delta$ by definition.
By the proposition, the definition of $t_{H}(\Delta)$ is compatible with the filtration, therefore

Corollary 6.46. If $0 \rightarrow \Delta^{\prime} \rightarrow \Delta \rightarrow \Delta^{\prime \prime} \rightarrow 0$ is a short exact sequence of filtered $K$-vector spaces, then

$$
t_{N}(\Delta)=t_{N}\left(\Delta^{\prime}\right)+t_{N}\left(\Delta^{\prime \prime}\right)
$$

Remark 6.47. We have a similar formula for $t_{N}(D)$ like (6.16). Let $D$ be a $(\varphi, N)$-module such that $\operatorname{dim}_{K_{0}} D<\infty$ and $\varphi$ is bijective on $D$. In this case $D$ is called a $\varphi$-isocrystal over $K$. Then

$$
D=\bigoplus_{\alpha \in \mathbb{Q}} D_{\alpha}
$$

where $D_{\alpha}$ is the part of slope $\alpha$. If $k$ is algebraically closed and if $\alpha=\frac{r}{s}$ with $r, s \in \mathbb{Z}, s \geqslant 1$, then $D_{\alpha}$ is the sub $K_{0}$-vector space generated by the $d \in D$ 's such that $\varphi^{s} d=p^{r} d$. The sum is actually a finite sum. Then

$$
\begin{equation*}
t_{N}(D)=\sum_{\alpha \in \mathbb{Q}} \alpha \operatorname{dim}_{K_{0}} D_{\alpha} \tag{6.17}
\end{equation*}
$$

It is easy to check that $\alpha \operatorname{dim}_{K_{0}} D_{\alpha} \in \mathbb{Z}$.

### 6.4.3 Admissible filtered $(\varphi, N)$-modules.

Let $D$ be a filtered $(\varphi, N)$-module $D$ over $K$, we set

$$
\begin{equation*}
t_{H}(D)=t_{H}\left(D_{K}\right) \tag{6.18}
\end{equation*}
$$

Recall a sub-object $D^{\prime}$ of $D$ is a sub $K_{0}$-vector space stable under $(\varphi, N)$, and with filtration given by $\mathrm{Fil}^{i} D_{K}^{\prime}=\operatorname{Fil}^{i} D_{K} \cap D_{K}^{\prime}$.

Definition 6.48. A filtered $(\varphi, N)$-module $D$ over $K$ is called admissible if $\operatorname{dim}_{K_{0}} D<\infty, \varphi$ is bijective on $D$ and
(1) $t_{H}(D)=t_{N}(D)$,
(2) For any sub-object $D^{\prime}, t_{H}\left(D^{\prime}\right) \leq t_{N}\left(D^{\prime}\right)$.

Remark 6.49. The additivity of $t_{N}$ and $t_{H}$

$$
t_{N}(D)=t_{N}\left(D^{\prime}\right)+t_{N}\left(D^{\prime \prime}\right), \quad t_{H}(D)=t_{H}\left(D^{\prime}\right)+t_{H}\left(D^{\prime \prime}\right)
$$

implies that admissibility is equivalent to that
(1) $t_{H}(D)=t_{N}(D)$,
(2) $t_{H}\left(D^{\prime \prime}\right) \geq t_{N}\left(D^{\prime \prime}\right)$, for any quotient $D^{\prime \prime}$.

Denote by $\mathbf{M F}_{K}^{a d}(\varphi, N)$ the full sub-category of $\mathbf{M F}{ }_{K}(\varphi, N)$ consisting of admissible filtered $(\varphi, N)$-modules.

Proposition 6.50. The category $\mathbf{M F}_{K}^{a d}(\varphi, N)$ is abelian. More precisely, if $D_{1}$ and $D_{2}$ are two objects of this category and $\eta: D_{1} \rightarrow D_{2}$ is a morphism, then
(1) The kernel $\operatorname{Ker} \eta=\left\{x \in D_{1} \mid \eta(x)=0\right\}$ with the obvious $(\varphi, N)$ module structure over $K_{0}$ and with the filtration given by $\mathrm{Fil}^{i} \operatorname{Ker} \eta_{K}=$ $\operatorname{Ker} \eta_{K} \bigcap \operatorname{Fil}^{i} D_{1 K}$ for $\eta_{K}: D_{1 K} \rightarrow D_{2 K}$ and Ker $\eta_{K}=K \otimes_{K_{0}} \operatorname{Ker} \eta$, is an admissible filtered $(\varphi, N)$-module.
(2) The cokernel Coker $\eta=D_{2} / \eta\left(D_{1}\right)$ with the induced $(\varphi, N)$-module structure over $K_{0}$ and with the filtration given by $\mathrm{Fil}^{i}$ Coker $\eta_{K}=\operatorname{Im}\left(\mathrm{Fil}^{i} D_{2 K}\right)$ for Coker $\eta_{K}=K \otimes_{K_{0}}$ Coker $\eta$, is an admissible filtered $(\varphi, N)$-module.
(3) $\operatorname{Im}(\eta) \xrightarrow{\sim} \operatorname{CoIm}(\eta)$.

Proof. We first prove (3). Since $\operatorname{Im}(\eta)$ and $\operatorname{CoIm}(\eta)$ are isomorphic in the abelian category of $(\varphi, N)$-modules, and since $\eta_{K}$ is strictly compatible with the filtrations, $\operatorname{Im}(\eta) \xrightarrow{\sim} \operatorname{CoIm}(\eta)$ in $\operatorname{MF}_{K}^{a d}(\varphi, N)$.

To show (1), it suffices to show that $t_{H}(\operatorname{Ker} \eta)=t_{D}(\operatorname{Ker} \eta)$. We have $t_{H}(\operatorname{Ker} \eta) \leq t_{D}(\operatorname{Ker} \eta)$ as $\operatorname{Ker} \eta$ is a sub-object of $D_{1}$, we also have $t_{H}(\operatorname{Im} \eta) \leq$ $t_{D}(\operatorname{Im} \eta)$ as $\operatorname{Im} \eta \cong \operatorname{CoIm} \eta$ is a sub-object of $D_{2}$, by the exact sequence of filtered $(\varphi, N)$-modules

$$
0 \longrightarrow \operatorname{Ker} \eta \longrightarrow D_{1} \longrightarrow \operatorname{Im} \eta \longrightarrow 0
$$

we have

$$
t_{H}\left(D_{1}\right)=t_{H}(\operatorname{Ker} \eta)+t_{H}(\operatorname{Im} \eta) \leq t_{D}(\operatorname{Ker} \eta)+t_{D}(\operatorname{Im} \eta)=t_{D}\left(D_{1}\right) .
$$

As $t_{H}\left(D_{1}\right)=t_{D}\left(D_{1}\right)$, we must have

$$
t_{H}(\operatorname{Ker} \eta)=t_{D}(\operatorname{Ker} \eta), \quad t_{H}(\operatorname{Im} \eta)=t_{D}(\operatorname{Im} \eta)
$$

and $\operatorname{Ker} \eta$ is admissible.
The proof of (2) is similar to (1) and we omit it here.
Remark 6.51. If $D$ is an object of the category $\operatorname{MF}_{K}^{a d}(\varphi, N)$, then a sub-object $D^{\prime}$ is something isomorphic to $\operatorname{Ker}\left(\eta: D \rightarrow D_{2}\right)$ for another admissible filtered ( $\varphi, N$ )-module $D_{2}$. Therefore a sub-object is a sub $K_{0}$-vector space $D^{\prime}$ which is stable under $(\varphi, N)$ and satisfies $t_{H}\left(D^{\prime}\right)=t_{N}\left(D^{\prime}\right)$.

The category $\mathbf{M F}_{K}^{a d}(\varphi, N)$ is Artinian: an object of this category is simple if and only if it is not 0 and if $D^{\prime}$ is a sub $K_{0}$-vector space of $D$ stable under $(\varphi, N)$ and such that $D^{\prime} \neq 0, D^{\prime} \neq D$, then $t_{H}\left(D^{\prime}\right)<t_{N}\left(D^{\prime}\right)$.

### 6.5 Statement of Theorem A and Theorem B

### 6.5.1 Weakly admissible implies admissible.

Let $V$ be any $p$-adic representation of $G_{K}$ and consider $\mathbf{D}_{\text {st }}(V)=\left(B_{\text {st }} \otimes_{\mathbb{Q}_{p}}\right.$ $V)^{G_{K}}$. We know that $\mathbf{D}_{\text {st }}(V)$ is a filtered $(\varphi, N)$-module over $K$ such that $\operatorname{dim}_{K_{0}} \mathbf{D}_{\text {st }}(V)<\infty$ and $\varphi$ is bijective on $\mathbf{D}_{\text {st }}(V)$, and

$$
\mathbf{D}_{\text {st }}: \mathbf{R e p}_{\mathbb{Q}_{p}}\left(G_{K}\right) \longrightarrow \mathbf{M F}_{K}(\varphi, N)
$$

is a covariant additive $\mathbb{Q}_{p}$-linear functor.
On the other hand, let $D$ be a filtered $(\varphi, N)$-module over $K$. We can consider the filtered $(\varphi, N)$-module $B_{\text {st }} \otimes D$, with the tensor product in the category of filtered $(\varphi, N)$-modules. Then

$$
\begin{aligned}
& B_{\mathrm{st}} \otimes D=B_{\text {st }} \otimes_{K_{0}} D, \\
& \varphi(b \otimes d)=\varphi b \otimes \varphi d, \\
& N(b \otimes d)=N b \otimes d+b \otimes N d .
\end{aligned}
$$

Since

$$
K \otimes_{K_{0}}\left(B_{\mathrm{st}} \otimes D\right)=\left(K \otimes_{K_{0}}\left(B_{\mathrm{st}}\right) \otimes_{K} D_{K}\right) \subset B_{\mathrm{dR}} \otimes_{K} D_{K}
$$

$K \otimes_{K_{0}}\left(B_{\mathrm{st}} \otimes D\right)$ is equipped with the induced filtration from $B_{\mathrm{dR}} \otimes_{K} D_{K}$. The group $G_{K}$ acts on $B_{\text {st }} \otimes D$ by

$$
g(b \otimes d)=g(b) \otimes d
$$

which commutes with $\varphi$ and $N$ and is compatible with the filtration.

## Definition 6.52.

$\mathbf{V}_{\text {st }}(D)=\left\{v \in B_{\text {st }} \otimes D \mid \varphi v=v, N v=0,1 \otimes v \in \operatorname{Fil}^{0}\left(K \otimes_{K_{0}}\left(B_{\text {st }} \otimes D\right)\right)\right\}$.
$\mathbf{V}_{\text {st }}(D)$ is a sub $\mathbb{Q}_{p}$-vector space of $B_{\text {st }} \otimes D$, stable under $G_{K}$.
Theorem A. (1) If $V$ is a semi-stable p-adic representation of $G_{K}$, then $\mathbf{D}_{\mathrm{st}}(V)$ is an admissible filtered $(\varphi, N)$-module over $K$.
(2) If $D$ is an admissible filtered $(\varphi, N)$-module over $K$, then $\mathbf{V}_{\text {st }}(D)$ is a semi-stable p-adic representation of $G_{K}$.
(3) The functor $\mathbf{D}_{\mathrm{st}}: \boldsymbol{R e p}_{\mathbb{Q}_{p}}^{\text {st }}\left(G_{K}\right) \longrightarrow \mathbf{M F}_{K}^{a b}(\varphi, N)$ is an equivalence of categories and $\mathbf{V}_{\mathrm{st}}: \mathbf{M F}_{K}^{a b}(\varphi, N) \longrightarrow \mathbf{R e p}_{\mathbb{Q}_{p}}^{\mathrm{st}}\left(G_{K}\right)$ is a quasi-inverse of $\mathbf{D}_{\mathrm{st}}$. Moreover, they are compatible with tensor product, dual, etc.

## Complements:

(1) $\boldsymbol{R e}_{\mathbf{Q}_{\mathbb{Q}_{p}}}^{\text {st }}\left(G_{K}\right)$ is a sub-Tannakian category of $\boldsymbol{\operatorname { R e }} \mathbf{p}_{\mathbb{Q}_{p}}\left(G_{K}\right)$.
(2) (Exercise) It's easy to check that
$-\mathbf{D}_{\text {st }}\left(V_{1} \otimes V_{2}\right)=\mathbf{D}_{\text {st }}\left(V_{1}\right) \otimes \mathbf{D}_{\text {st }}\left(V_{2}\right) ;$
$-\mathbf{D}_{\mathrm{st}}\left(V^{*}\right)=\mathbf{D}_{\mathrm{st}}(V)^{*} ;$
$-\mathbf{D}_{\text {st }}\left(\mathbb{Q}_{p}\right)=K_{0}$.
Therefore by Theorem A, $\mathbf{M F}_{K}^{a d}(\varphi, N)$ is stable under tensor product and dual.

Remark 6.53. (1) One can prove directly (without using Theorem A) that if $D_{1}, D_{2}$ are admissible filtered $(\varphi, N)$-modules, then $D_{1} \otimes D_{2}$ is again admissible. But the proof is far from trivial. The first proof is given by Faltings for the case $N=0$ on $D_{1}$ and $D_{2}$. Later on, Totaro [Tot96] proved the general case.
(2) It is easy to check directly that if $D$ is an admissible filtered $(\varphi, N)$ module, then $D^{*}$ is also admissible.

The proof of Theorem A splits into two parts: Proposition A1 and Proposition A2.

Proposition A1. If $V$ is a semi-stable p-adic representation of $G_{K}$, then $\mathbf{D}_{\mathrm{st}}(V)$ is admissible and there is a natural (functorial in a natural way) isomorphism

$$
V \xrightarrow{\sim} \mathbf{V}_{\mathrm{st}}\left(\mathbf{D}_{\mathrm{st}}(V)\right)
$$

Exercise 6.54. If Proposition A1 holds, then

$$
\mathbf{D}_{\text {st }}: \boldsymbol{R e p}_{\mathbb{Q}_{p}}^{\text {st }}\left(G_{K}\right) \longrightarrow \mathbf{M F}_{K}^{a d}(\varphi, N)
$$

is an exact and fully faithful functor. It induces an equivalence

$$
\mathbf{D}_{\text {st }}: \boldsymbol{R e p}_{\mathbb{Q}_{p}}^{\text {st }}\left(G_{K}\right) \longrightarrow \mathbf{M F}_{K}^{?}(\varphi, N)
$$

where $\mathbf{M F}_{K}^{?}(\varphi, N)$ is the essential image of $\mathbf{D}_{\text {st }}$, i.e, for $D$ a filtered $(\varphi, N)$ module inside it, there exists a semi-stable $p$-adic representation $V$ such that $D \simeq \mathbf{D}_{\text {st }}(V)$. And

$$
\mathbf{V}_{\text {st }}: \mathbf{M F}_{K}^{?}(\varphi, N) \longrightarrow \boldsymbol{R e p}_{\mathbb{Q}_{p}}^{\text {st }}\left(G_{K}\right)
$$

is a quasi-inverse functor.
Proposition A2. For any object $D$ of $\mathbf{M F}_{K}^{a d}(\varphi, N)$, there exists an object $V$ of $\boldsymbol{\operatorname { R e p }} \mathbf{p}_{\mathbb{Q}_{p}}^{\text {st }}\left(G_{K}\right)$ such that $\mathbf{D}_{\text {st }}(V) \simeq D$.
Remark 6.55. The first proof of Proposition A2 is given by Colmez and Fontaine ([CF00]) in 2000. It was known as the conjecture weakly admissible implies admissible. In the old terminology, weakly admissible means admissible in our course, and admissible means ? as in Exercise 6.54.

### 6.5.2 de Rham implies potentially semi-stable.

Let $B$ be a $\mathbb{Q}_{p}$-algebra on which $G_{K}$ acts. Let $K^{\prime}$ be a finite extension of $K$ contained in $\bar{K}$. Assume the condition
(H) $\quad B$ is $\left(\mathbb{Q}_{p}, G_{K^{\prime}}\right)$-regular for any $K^{\prime}$
holds.
Definition 6.56. Let $V$ be a p-adic representation of $G_{K} . V$ is called potentially $B$-admissible if there exists a finite extension $K^{\prime}$ of $K$ contained in $\bar{K}$ such that $V$ is $B$-admissible as a representation of $G_{K^{\prime}}$, i.e.

$$
B \otimes_{B^{G_{K^{\prime}}}}\left(B \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K^{\prime}}} \longrightarrow B \otimes_{\mathbb{Q}_{p}} V
$$

is an isomorphism, or equivalently,

$$
\operatorname{dim}_{B^{G_{K^{\prime}}}}\left(B \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K^{\prime}}}=\operatorname{dim}_{\mathbb{Q}_{p}} V
$$

It is easy to check that if $K \subset K^{\prime} \subset K^{\prime \prime}$ is a tower of finite extensions of $K$ contained in $\bar{K}$, then the map

$$
B^{G_{K^{\prime}}} \otimes_{B^{G_{K^{\prime \prime}}}}\left(B \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K^{\prime \prime}}} \longrightarrow\left(B \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K^{\prime}}}
$$

is always injective. Therefore, if $V$ is admissible as a representation of $G_{K^{\prime}}$, then it is also admissible as a representation of $G_{K^{\prime \prime}}$.

Remark 6.57. The condition (H) is satisfied by $B=\bar{K}, C, B_{\mathrm{HT}}, B_{\mathrm{dR}}, B_{\mathrm{st}}$. The reason is that $\bar{K}$ is also an algebraic closure of any finite extension $K^{\prime}$ of $K$ contained in $\bar{K}$, and consequently the associated $\bar{K}, C, B_{\mathrm{HT}}, B_{\mathrm{dR}}, B_{\mathrm{st}}$ are the same.

For $B=\bar{K}, C, B_{\mathrm{HT}}$ and $B_{\mathrm{dR}}$, then $B$ is a $\bar{K}$-algebra. Moreover, $B^{G_{K^{\prime}}}=$ $K^{\prime}$. In this case, assume $V$ is a $p$-adic representation of $G_{K}$ which is potentially $B$-admissible. Then there exists $K^{\prime}$, a finite Galois extension of $K$ contained in $\bar{K}$, such that $V$ is $B$-admissible as a $G_{K^{\prime}}$-representation.

Let $J=\operatorname{Gal}\left(K^{\prime} / K\right), h=\operatorname{dim}_{\mathbb{Q}_{p}}(V)$, then

$$
\Delta=\left(B \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K^{\prime}}}
$$

is a $K^{\prime}$-vector space, and $\operatorname{dim}_{K^{\prime}} \Delta=h$. Moreover, $J$ acts semi-linearly on $\Delta$, and

$$
\left(B \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}=\Delta^{J}
$$

By Hilbert theorem 90, $\Delta$ is a trivial representation, thus $K^{\prime} \otimes_{K} \Delta^{J} \rightarrow \Delta$ is an isomorphism, i.e.

$$
\operatorname{dim}_{K} \Delta^{J}=\operatorname{dim}_{K^{\prime}} \Delta^{J}=\operatorname{dim}_{\mathbb{Q}_{p}} V
$$

and hence $V$ is $B$-admissible. We have the following proposition:
Proposition 6.58. Let $B=\bar{K}, C, B_{\mathrm{HT}}$ or $B_{\mathrm{dR}}$, then potentially $B$-admissible is equivalent to $B$-admissible.

However, the analogy is not true for $B=B_{\mathrm{st}}$.
Definition 6.59. (1) A p-adic representation of $G_{K}$ is $K^{\prime}$-semi-stable if it is semi-stable as a $G_{K^{\prime}}$-representation.
(2) A p-adic representation of $G_{K}$ is potentially semi-stable if it is $K^{\prime}$ -semi-stable for a suitable $K^{\prime}$, or equivalently, it is potentially $B_{\mathrm{st}}$-admissible.

Let $V$ be a potentially semi-stable $p$-adic representation of $G_{K}$, then $V$ is de Rham as a representation of $G_{K^{\prime}}$ for some finite extension $K^{\prime}$ of $K$. Therefore $V$ is de Rham as a representation of $G_{K}$.

The converse is also true.
Theorem B. Any de Rham representation of $G_{K}$ is potentially semi-stable.
Remark 6.60. Theorem B was known as the p-adic Monodromy Conjecture. The first proof was given by Berger ([Ber02]) in 2002. he used the theory of $(\varphi, \Gamma)$-modules to reduce the proof to a conjecture by Crew in $p$-adic differential equations. Crew Conjecture has three different proofs given by André ([And02a]), Mebkhout([Meb02]), and Kedlaya([Ked04]) respectively.

In next chapter we will give parallel proofs of Theorem A and Theorem B relying of the fundamental lemma in $p$-adic Hodge theory by Colmez and Fontaine.

## Comments about Theorem B.

(1) Let $K^{\prime}$ be a finite Galois extension of $K$ contained in $\bar{K}, J=\operatorname{Gal}\left(K^{\prime} / K\right)$. Assume $V$ is a $p$-adic representation of $G_{K}$ which is $K^{\prime}$-semi-stable. Then

$$
\mathbf{D}_{\mathrm{st}, K^{\prime}}(V)=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K^{\prime}}}
$$

is an admissible filtered $(\varphi, N)$-module over $K^{\prime}$.
Write $K_{0}^{\prime}=\operatorname{Frac}\left(W\left(k^{\prime}\right)\right)$, where $k^{\prime}$ is the residue field of $K^{\prime}$. Then $B_{\mathrm{st}}^{G_{K^{\prime}}}=$ $K_{0}^{\prime} . J$ acts on $D^{\prime}=\mathbf{D}_{\text {st }, K^{\prime}}(V)$ semi-linearly with respect to the action of $J$ on $K_{0}^{\prime}$, and this action commutes with those of $\varphi$ and $N$. In this way, $D^{\prime}$ is a $(\varphi, N, J)$-module. The action of $J$ is also semi-linear with respect to the action of J on $K_{0}^{\prime}$ : for $I\left(K^{\prime} / K\right)$ the inertia subgroup of $J, \operatorname{Gal}\left(K_{0}^{\prime} / K_{0}\right)=J / I\left(K^{\prime} / K\right)$, if $\tau \in J, \lambda \in K_{0}^{\prime}$ and $\delta \in D^{\prime}$, then $\tau(\lambda \delta)=\tau(\lambda) \tau(\delta)$.

Let $\mathbf{D}_{\mathrm{dR}, K^{\prime}}(V)=\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K^{\prime}}}$. As an exercise, one can check that

$$
\mathbf{D}_{\mathrm{dR}, K^{\prime}}(V)=K^{\prime} \otimes_{K_{0}^{\prime}} D^{\prime}
$$

and hence

$$
\mathbf{D}_{\mathrm{dR}}(V)=\left(K^{\prime} \otimes_{K_{0}^{\prime}} D^{\prime}\right)^{J}
$$

The group $J=G_{K} / G_{K^{\prime}}$ acts naturally on $\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}}\right)^{G_{K^{\prime}}}$, and on $K^{\prime} \otimes_{K_{0}^{\prime}} D^{\prime}$, $J$ acts by $\tau\left(\lambda \otimes d^{\prime}\right)=\tau(\lambda) \otimes \tau\left(d^{\prime}\right)$ for $\lambda \in K^{\prime}$ and $d^{\prime} \in D^{\prime}$. These two actions are equivalent.
Definition 6.61. A filtered $\left(\varphi, N, \operatorname{Gal}\left(K^{\prime} / K\right)\right)$-module over $K$ is a finite dimensional $K_{0}^{\prime}$-vector space $D^{\prime}$ equipped with actions of $\left(\varphi, N, \operatorname{Gal}\left(K^{\prime} / K\right)\right)$ and a structure of filtered $K$-vector space on $\left.K^{\prime} \otimes_{K_{0}^{\prime}} D^{\prime}\right)^{\operatorname{Gal}\left(K^{\prime} / K\right)}$.

We get an equivalence of categories between $K^{\prime}$-semi-stable $p$-adic representations of $G_{K}$ and the category of admissible filtered $\left(\varphi, N, \operatorname{Gal}\left(K^{\prime} / K\right)\right)$ modules over $K$.

Going to the limit over $K^{\prime}$ and using Theorem B, we get
Proposition 6.62. There is an equivalence of categories between de Rham representations of $G_{K}$ and admissible filtered $\left(\varphi, N, G_{K}\right)$-modules over $K$.
(2) We have analogy with $\ell$-adic representations. If $\ell \neq p$, an $l$-adic representation $V$ of $G_{K}$ is potentially semi-stable if there exists an open subgroup of the inertia subgroup which acts unipotently.
(3) Assume $V$ is a de Rham representation of $G_{K}$ of dimension $h$, and let $\Delta=\mathbf{D}_{\mathrm{dR}}(V)$. Then there exists a natural isomorphism

$$
B_{\mathrm{dR}} \otimes_{K} \Delta \cong B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V
$$

Let $\left\{v_{1}, \cdots, v_{h}\right\}$ be a basis of $V$ over $\mathbb{Q}_{p}$, and $\left\{\delta_{1}, \cdots, \delta_{h}\right\}$ a basis of $\Delta$ over $K$. We identify $v_{i}$ with $1 \otimes v_{i}$, and $\delta_{i}$ with $1 \otimes \delta_{i}$, for $i=1, \cdots, h$. Then $\left\{v_{1}, \cdots, v_{h}\right\}$ and $\left\{\delta_{1}, \cdots, \delta_{h}\right\}$ are both bases of $B_{\mathrm{dR}} \otimes_{K} \Delta \cong B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V$ over $B_{\mathrm{dR}}$. Thus

$$
\delta_{j}=\sum_{i=1}^{h} b_{i j} v_{i} \text { with }\left(b_{i j}\right) \in \mathrm{GL}_{h}\left(B_{\mathrm{dR}}\right) .
$$

Since the natural map $K^{\prime} \otimes_{K_{0}^{\prime}} B_{\mathrm{st}} \rightarrow B_{\mathrm{dR}}$ is injective, Theorem B is equivalent to say that there exists a finite extension $K^{\prime}$ of $K$ contained in $\bar{K}$ such that $\left(b_{i j}\right) \in G L_{h}\left(K^{\prime} \otimes_{K_{0}^{\prime}} B_{\mathrm{st}}\right)$.

## Proof of Theorem A and Theorem B

This chapter is devoted to the proofs of Theorem A and Theorem B.
Theorem A. (1) If $V$ is a semi-stable p-adic representation of $G_{K}$, then $\mathbf{D}_{\text {st }}(V)$ is an admissible filtered $(\varphi, N)$-module over $K$.
(2) If $D$ is an admissible filtered $(\varphi, N)$-module over $K$, then $\mathbf{V}_{\text {st }}(D)$ is a semi-stable p-adic representation of $G_{K}$.
(3) The functor $\mathbf{D}_{\mathrm{st}}: \boldsymbol{R e p}_{\mathbb{Q}_{p}}^{\mathrm{st}}\left(G_{K}\right) \longrightarrow \mathbf{M F}_{K}^{a b}(\varphi, N)$ is an equivalence of categories and $\mathbf{V}_{\text {st }}: \mathbf{M F}_{K}^{a b}(\varphi, N) \longrightarrow \mathbf{R e p}_{\mathbb{Q}_{p}}^{\text {st }}\left(G_{K}\right)$ is a quasi-inverse. Moreover, they are compatible with tensor product, dual, etc.

Theorem B. Any de Rham representation of $G_{K}$ is potentially semi-stable.

### 7.1 Admissible filtered $(\varphi, N)$-modules of dimension 1 and 2

### 7.1.1 Hodge and Newton polygons.

We give an alternative description of the condition of admissibility.
Let $D$ be a filtered $(\varphi, N)$-module over $K$. We have defined $t_{N}(D)$ which depends only on the map $\varphi$ on $D$ and $t_{H}(D)$ which depends only on the filtration on $D_{K}$.

To $D$ we can associate two convex polygons: the Newton polygon $P_{N}(D)$ and the Hodge polygon $P_{H}(D)$ whose origins are both $(0,0)$ in the usual cartesian plane.

We know $D=\oplus_{\alpha \in \mathbb{Q}} D_{\alpha}$, where $D_{\alpha}$ is the part of $D$ of slope $\alpha \in \mathbb{Q}$. Suppose $\alpha_{1}<\alpha_{2}<\cdots \alpha_{m}$ are all $\alpha$ 's such that $D_{\alpha} \neq 0$. Write $v_{j}=\operatorname{dim} D_{\alpha_{j}}$.

Definition 7.1. The Newton polygon $P_{N}(D)$ is the polygon with break points $(0,0)$ and $\left(v_{1}+\cdots+v_{j}, \alpha_{1} v_{1}+\cdots+\alpha_{j} v_{j}\right)$ for $1 \leq j \leq m$. Thus the end point of $P_{N}(D)$ is just $\left(h, t_{N}(D)\right)$.


The Newton Polygon $P_{N}(D)$

The Hodge polygon $P_{H}(D)$ is defined similarly. Let $i_{1}<\cdots<i_{m}$ be those $i$ 's satisfying $\operatorname{Fil}^{i} D_{K} / \operatorname{Fil}^{i+1} D_{K} \neq 0$. Let $h_{j}=\operatorname{dim}_{K}\left(\operatorname{Fil}^{i_{j}} D_{K} / \operatorname{Fil}^{i_{j}+1} D_{K}\right)$.
Definition 7.2. The Hodge polygon $P_{H}(D)$ is the polygon with break points $(0,0)$ and $\left(h_{1}+\cdots+h_{j}, i_{1} h_{1}+\cdots+i_{j} h_{j}\right)$ for $1 \leq j \leq m$. Thus the end point of $P_{H}(D)$ is just $\left(h, t_{H}(D)\right)$.


The Hodge Polygon $P_{H}(D)$

Proposition 7.3. Let $D$ be a filtered $(\varphi, N)$-module over $K$ such that $\operatorname{dim}_{K_{0}} D<$ $+\infty$ and $\varphi$ is bijective on $D$. Then $D$ is admissible if and only if the following two conditions are satisfied
(1) For any subobjects $D^{\prime}, P_{H}\left(D^{\prime}\right) \leq P_{N}\left(D^{\prime}\right)$.
(2) $P_{H}(D)$ and $P_{N}(D)$ end up at the same point, i.e., $t_{N}(D)=t_{H}(D)$.

Remark 7.4. Note that $\alpha \operatorname{dim}_{K_{0}} D_{\alpha} \in \mathbb{Z}$. Therefore the break points of $P_{H}(D)$ and $P_{N}(D)$ have integer coordinates.

### 7.1.2 The case when the filtration is trivial.

Let $\Delta$ be a filtered $K$-vector space. We say that the filtration on $\Delta$ is trivial if

$$
\operatorname{Fil}^{0} \Delta=\Delta \text { and } \operatorname{Fil}^{1} \Delta=0
$$

Question 7.5. What are the admissible filtered $(\varphi, N)$-modules with trivial filtration?

Let $D$ be a filtered $(\varphi, N)$-module over $K$ with dimension $h<\infty$ over $K_{0}$ such that $\varphi$ is bijective.

Assume the filtration on $D_{K}$ is trivial. Then the Hodge polygon is a straight line from $(0,0)$ to $(h, 0)$.

Assume in addition that $D$ is admissible. Then $P_{H}(D)=P_{N}(D)$, in particular all slopes of $D$ are 0 . Therefore there is a lattice $M$ of $D$ such that $\varphi(M)=M$. Since $N \varphi=p \varphi N$, we have $N\left(D_{\alpha}\right) \subset D_{\alpha-1}$, hence $N=0$.

Conversely, any $D$ of slope 0 and trivial filtration is admissible. If $D^{\prime} \subset D$, then $D^{\prime}$ is purely of slope 0 , hence $t_{N}\left(D^{\prime}\right)=0$, therefore $N=0$.

### 7.1.3 Tate's twist.

Let $D$ be any filtered $(\varphi, N)$-module. For $i \in \mathbb{Z}$, define $D\langle i\rangle$ as follows:
$D\langle i\rangle=D$ as a $K_{0}$-vector space,
$\operatorname{Fil}^{r}(D\langle i\rangle)_{K}=\operatorname{Fil}^{r+i} D_{K}$ for $r \in \mathbb{Z}$.
Denote by $N^{\prime}$ and $\varphi^{\prime}$ the $N$ and $\varphi$ on $D\langle i\rangle$. We just set

$$
N^{\prime}=N, \quad \varphi^{\prime}=p^{-i} \varphi
$$

Then $D\langle i\rangle$ is a filtered $(\varphi, N)$-module. It is easy to check that $D$ is admissible if and only $D\langle i\rangle$ is admissible.

Exercise 7.6. For any $p$-adic representation $V$ of $G_{K}$,

$$
\mathbf{D}_{\text {st }}(V(i))=\mathbf{D}_{\text {st }}(V)\langle i\rangle
$$

The isomorphism is given by

$$
d=\sum b_{n} \otimes v_{n} \longmapsto d^{\prime}=\sum b_{n} t^{-i} \otimes\left(v_{n} \otimes t^{i}\right)=\left(t^{-i} \otimes t^{i}\right) d
$$

where $b_{n} \in B_{\text {st }}, v_{n} \in V$.

### 7.1.4 Admissible filtered $(\varphi, N)$-modules of dimension 1.

Let $D$ be a filtered $(\varphi, N)$-module with dimension 1 over $K_{0}$ such that $\varphi$ is bijective on $D$. Write $D=K_{0} d$. Then $\varphi(d)=\lambda d$ for some $\lambda \in K_{0}^{*}$ and $N$ must be zero since $N$ is nilpotent.

Since $D_{K}=D \otimes_{K_{0}} K=K d$ is 1-dimensional over $K$, there exists $i \in \mathbb{Z}$ such that

$$
\operatorname{Fil}^{r} D_{K}= \begin{cases}D_{K}, & \text { for } r \leq i \\ 0, & \text { for } r>i\end{cases}
$$

Note that $t_{N}(D)=v_{p}(\lambda)$, and $t_{H}(D)=i$. Therefore $D$ is admissible if and only if $v_{p}(\lambda)=i$.

Conversely, given $\lambda \in K_{0}^{*}$, we can associate to it $D_{\lambda}$, an admissible filtered $(\varphi, N)$-module of dimension 1 given by

$$
\begin{aligned}
& D_{\lambda}=K_{0}, \varphi=\lambda \sigma, \quad N=0 \\
& \operatorname{Fil}^{r} D_{K}= \begin{cases}D_{K}, & \text { for } r \leq v_{p}(\lambda) \\
0, & \text { for } r>v_{p}(\lambda)\end{cases}
\end{aligned}
$$

Exercise 7.7. If $\lambda, \lambda^{\prime} \in K_{0}^{*}$, then $D_{\lambda} \cong D_{\lambda^{\prime}}$ if and only if there exists $u \in W^{*}$ such that $\lambda^{\prime}=\lambda \cdot \frac{\sigma(u)}{u}$.

In the special case when $K=\mathbb{Q}_{p}$, then $K_{0}$ is also $\mathbb{Q}_{p}$, and $\sigma=\mathrm{Id}$. Therefore $D_{\lambda} \cong D_{\lambda^{\prime}}$ if and only if $\lambda=\lambda^{\prime}$.

### 7.1.5 Admissible filtered $(\varphi, N)$-modules of dimension 2.

Let $D$ be a filtered $(\varphi, N)$-module with $\operatorname{dim}_{K_{0}} D=2$, and $\varphi$ bijective. Then there exists a unique $i \in \mathbb{Z}$ such that

$$
\mathrm{Fil}^{i} D_{K}=D_{K}, \quad \mathrm{Fil}^{i+1} D_{K} \neq D_{K}
$$

Replacing $D$ with $D\langle i\rangle$, we may assume that $i=0$. There are two cases.
Case 1: $\mathrm{Fil}^{1} D_{K}=0$. This means that the filtration is trivial. We have discussed this case in $\S$ 7.1.2.

Case 2: $\mathrm{Fil}^{1} D_{K} \neq 0$. Therefore $\mathrm{Fil}^{1} D_{K}=L$ is a 1 -dimensional sub $K$-vector space of $D_{K}$. Hence there exists a unique $r \geq 1$ such that

$$
\mathrm{Fil}^{i} D_{K}= \begin{cases}D_{K}, & \text { if } i \leq 0 \\ L & \text { if } 1 \leq i \leq r, \\ 0, & \text { if } i>r\end{cases}
$$

So the Hodge polygon $P_{H}(D)$ is


Assume $K=\mathbb{Q}_{p}$. Then $K_{0}=\mathbb{Q}_{p}, D=D_{K}, \sigma=\mathrm{Id}, \varphi$ is bilinear. Let $P_{\varphi}(X)$ be the characteristic polynomial of $\varphi$ acting on $D$. Then

$$
P_{\varphi}(X)=X^{2}+a X+b=\left(X-\lambda_{1}\right)\left(X-\lambda_{2}\right)
$$

for some $a, b \in \mathbb{Q}_{p}, \lambda_{1}, \lambda_{2} \in \overline{\mathbb{Q}}_{p}$.
We may assume $v_{p}\left(\lambda_{1}\right) \leq v_{p}\left(\lambda_{2}\right)$. Then $P_{N}(D)$ is the following


Then the admissibility condition implies that

$$
v_{p}\left(\lambda_{1}\right) \geq 0 \text { and } v_{p}\left(\lambda_{1}\right)+v_{p}\left(\lambda_{2}\right)=r
$$

Case A: $N \neq 0$. Recall that $N\left(D_{\alpha}\right) \subset D_{\alpha-1}$. Therefore

$$
v_{p}\left(\lambda_{2}\right)=v_{p}\left(\lambda_{1}\right)+1 \neq v_{p}\left(\lambda_{1}\right)
$$

In particular $\lambda_{1}, \lambda_{2} \in \mathbb{Q}_{p}$. Let $v_{p}\left(\lambda_{1}\right)=m$. Then $m \geq 0$ and $r=2 m+1$.
Assume $e_{2}$ is an eigenvector for $\lambda_{2}$, i.e.

$$
\varphi\left(e_{2}\right)=\lambda_{2} e_{2}
$$

Let $e_{1}=N\left(e_{2}\right)$, which is not zero as $N \neq 0$. Applying $N \varphi=p \varphi N$ to $e_{2}$, one can see that $e_{1}$ is an eigenvector of the eigenvalue $\lambda_{2} / p$ of $\varphi$, thus $\lambda_{2}=p \lambda_{1}$. Therefore

$$
D=\mathbb{Q}_{p} e_{1} \oplus \mathbb{Q}_{p} e_{2}, \lambda_{1} \in \mathbb{Z}_{p}^{*}
$$

with

$$
\begin{array}{ll}
\varphi\left(e_{1}\right)=\lambda_{1} e_{1}, & N\left(e_{1}\right)=0 \\
\varphi\left(e_{2}\right)=p \lambda_{1} e_{2}, & N\left(e_{2}\right)=e_{1}
\end{array}
$$

Now the question is: What is $L$ ?
To obtain the answer, we have to check the admissibility conditions, i.e.

$$
\begin{aligned}
& t_{H}(D)=t_{N}(D) \\
& t_{H}\left(D^{\prime}\right) \leq t_{N}\left(D^{\prime}\right) \text { for any subobjects } D^{\prime} \text { of } D .
\end{aligned}
$$

We only need to check that for $D^{\prime}=\mathbb{Q}_{p} e_{1}$. We have that

$$
t_{N}\left(D^{\prime}\right)=m, \quad t_{H}\left(D^{\prime}\right)= \begin{cases}r, & \text { if } L=D^{\prime} \\ 0, & \text { otherwise }\end{cases}
$$

The admissibility condition implies that $t_{H}\left(D^{\prime}\right)=0$, i.e. $L$ can be any line $\neq D^{\prime}$. Therefore there exists a unique $\alpha \in \mathbb{Q}_{p}$ such that $L=\mathbb{Q}_{p}\left(e_{2}+\alpha e_{1}\right)$.

Conversely, given $\lambda_{1} \in \mathbb{Z}_{p}^{*}, \alpha \in \mathbb{Q}_{p}$, we can associate a 2-dimensional filtered $(\varphi, N)$-module $D_{\left\{\lambda_{1}, \alpha\right\}}$ of $\mathbb{Q}_{p}$ to the pair $\left(\lambda_{1}, \alpha\right)$, where

$$
D_{\left\{\lambda_{1}, \alpha\right\}}=\mathbb{Q}_{p} e_{1} \oplus \mathbb{Q}_{p} e_{2}
$$

with

$$
\begin{aligned}
& \varphi\left(e_{1}\right)=\lambda_{1} e_{1}, N\left(e_{1}\right)=0 \\
& \varphi\left(e_{2}\right)=p \lambda_{1} e_{2}, N\left(e_{2}\right)=e_{1} \\
& \text { Fil }^{i} D_{\left\{\lambda_{1}, \alpha\right\}}= \begin{cases}D_{\left\{\lambda_{1}, \alpha\right\}}, & \text { if } i \leq 0, \\
\mathbb{Q}_{p}\left(e_{2}+\alpha e_{1}\right), & \text { if } 1 \leq i \leq 2 v_{p}\left(\lambda_{1}\right)+1, \\
0, & \text { otherwise. }\end{cases}
\end{aligned}
$$

Exercise 7.8. $D_{\left\{\lambda_{1}, \alpha\right\}} \cong D_{\left\{\lambda_{1}^{\prime}, \alpha^{\prime}\right\}}$ if and only if $\lambda_{1}=\lambda_{1}^{\prime}$ and $\alpha=\alpha^{\prime}$.
Proposition 7.9. The map

$$
\left(i, \lambda_{1}, \alpha\right) \longmapsto D_{\left\{\lambda_{1}, \alpha\right\}}\langle i\rangle
$$

from $\mathbb{Z} \times \mathbb{Z}_{p}^{*} \times \mathbb{Q}_{p}$ to the set of isomorphism classes of 2-dimensional admissible filtered $(\varphi, N)$-modules over $\mathbb{Q}_{p}$ with $N \neq 0$ is bijective.

Remark 7.10. When is $D_{\left\{\lambda_{1}, \alpha\right\}}$ irreducible? The answer is: if and only if $v_{p}\left(\lambda_{1}\right)>0$.

Indeed, $D_{\left\{\lambda_{1}, \alpha\right\}}$ is not irreducible if and only if there exists a nontrivial subobject of it in the category of admissible filtered $(\varphi, N)$-modules. We have only one candidate: $D^{\prime}=\mathbb{Q}_{p} e_{1}$. And $D^{\prime}$ is admissible if and only if $t_{H}\left(D^{\prime}\right)=$ $t_{N}\left(D^{\prime}\right)$. Note that the former number is 0 and the latter one is $v_{p}\left(\lambda_{1}\right)$.

Case B: $N=0$. By the admissibility condition, we need to check that for all lines $D^{\prime}$ of $D$ stable under $\varphi, t_{H}\left(D^{\prime}\right) \leq t_{N}\left(D^{\prime}\right.$. By the filtration of $D$, the following holds:

$$
t_{H}\left(D^{\prime}\right)= \begin{cases}0, & \text { if } D^{\prime} \neq L \\ r, & \text { if } D^{\prime}=L\end{cases}
$$

Exercise 7.11. Let $a, b \in \mathbb{Z}_{p}$ with $r=v_{p}(b)>0$ such that $X^{2}+a X+b$ is irreducible over $\mathbb{Q}_{p}$. Set

$$
D_{a, b}=\mathbb{Q}_{p} e_{1} \oplus \mathbb{Q}_{p} e_{2}
$$

with

$$
\begin{aligned}
& \left\{\begin{array}{l}
\varphi\left(e_{1}\right)=e_{2}, \\
\varphi\left(e_{2}\right)=-b e_{1}-a e_{2},
\end{array} \quad N=0,\right. \\
& \text { Fil }^{i} D_{a, b}= \begin{cases}D_{a, b}, & \text { if } i \leq 0, \\
\mathbb{Q}_{p} e_{1}, & \text { if } 1 \leq i \leq 2, \\
0, & \text { otherwise. }\end{cases}
\end{aligned}
$$

Then $D_{a, b}$ is admissible and irreducible.
Exercise 7.12. Let $\lambda_{1}, \lambda_{2} \in \mathbb{Z}_{p}$, nonzero, $\lambda_{1} \neq \lambda_{2}$, and $v_{p}\left(\lambda_{1}\right) \leq v_{p}\left(\lambda_{2}\right)$. Let $r=v_{p}\left(\lambda_{1}\right)+v_{p}\left(\lambda_{2}\right)$. Set

$$
D_{\lambda_{1}, \lambda_{2}}^{\prime}=\mathbb{Q}_{p} e_{1} \oplus \mathbb{Q}_{p} e_{2}
$$

with

$$
\begin{gathered}
\begin{cases}\varphi\left(e_{1}\right)=\lambda_{1} e_{1}, & N=0, \\
\varphi\left(e_{2}\right)=\lambda_{2} e_{2},\end{cases} \\
\text { Fil }^{i} D_{\lambda_{1}, \lambda_{2}}^{\prime}= \begin{cases}D_{\lambda_{1}, \lambda_{2}}^{\prime}, & \text { if } i \leq 0, \\
\mathbb{Q}_{p}\left(e_{1}+e_{2}\right), & \text { if } 1 \leq i \leq r, \\
0, & \text { otherwise. },\end{cases}
\end{gathered}
$$

Then $D_{\lambda_{1}, \lambda_{2}}^{\prime}$ is admissible. Moreover, it is irreducible if and only if $v_{p}\left(\lambda_{1}\right)>0$.
Proposition 7.13. Assume $D$ is an admissible filtered $(\varphi, N)$-module over $\mathbb{Q}_{p}$ of dimension 2 with $N=0$ such that $\mathrm{Fil}^{0} D=D$, and $\mathrm{Fil}^{1} D \neq D, 0$. Assume $D$ is not a direct sum of two admissible $(\varphi, N)$-modules of dimension 1 . Then either $D \cong D_{a, b}$ for uniquely determined ( $a, b$ ), or $D \cong D_{\lambda_{1}, \lambda_{2}}^{\prime}$ uniquely determined $\left(\lambda_{1}, \lambda_{2}\right)$.

### 7.2 Proof of Proposition A1

We first recall:
Proposition A1. If $V$ is a semi-stable p-adic representation of $G_{K}$, then $\mathbf{D}_{\mathrm{st}}(V)$ is admissible and there is a natural (functorial in a natural way) isomorphism

$$
V \longrightarrow \mathbf{V}_{\mathrm{st}}\left(\mathbf{D}_{\mathrm{st}}(V)\right)
$$

### 7.2.1 Construction of the natural isomorphism.

Let $V$ be any semi-stable $p$-adic representation of $G_{K}$ of dimension $h$. Let $D=\mathbf{D}_{\text {st }}(V)$. We shall construct the natural isomorphism

$$
V \xrightarrow{\sim} \mathbf{V}_{\mathrm{st}}(D)=\mathbf{V}_{\mathrm{st}}\left(\mathbf{D}_{\mathrm{st}}(V)\right)
$$

in this subsection.
The natural map

$$
B_{\mathrm{st}} \otimes_{K_{0}} D \rightarrow B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V
$$

is an isomorphism. We identify them and call them $X$.
Let $\left\{v_{1}, \cdots, v_{h}\right\}$ and $\left\{\delta_{1}, \cdots, \delta_{h}\right\}$ be bases of $V$ over $\mathbb{Q}_{p}$ and $D$ over $K_{0}$ respectively. Identify $v_{i}$ with $1 \otimes v_{i}$ and $\delta_{i}$ with $1 \otimes \delta_{i}$, and then $\left\{v_{1}, \cdots, v_{h}\right\}$ and $\left\{\delta_{1}, \cdots, \delta_{h}\right\}$ are both bases of $X$ over $B_{\text {st }}$.

Any element of $X$ can be written as a sum of $b \otimes \delta$ where $b \in B_{\text {st }}, \delta \in D$ and also a sum of $c \otimes v$, where $c \in B_{\mathrm{st}}, v \in V$. The actions of $G_{K}, \varphi$, and $N$ on $X$ are listed below:

$$
\begin{array}{lll}
G_{K} \text {-action : } & g(b \otimes \delta)=g(b) \otimes \delta, & g(c \otimes v=g(c) \otimes g(v) \\
\varphi \text {-action : } & \varphi(b \otimes \delta)=\varphi(b) \otimes \varphi(\delta), & \varphi(c \otimes v)=\varphi(c) \otimes v \\
N \text {-action : } & N(b \otimes \delta)=N(b) \otimes \delta+b \otimes N(\delta), & N(c \otimes v)=N(c) \otimes v
\end{array}
$$

We also know $X$ has a filtration. By the map $x \mapsto 1 \otimes x$, one has the inclusion

$$
X \subset X_{\mathrm{dR}}=B_{\mathrm{dR}} \otimes_{B_{\mathrm{st}}} X=B_{\mathrm{dR}} \otimes_{K} D_{K}=B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V
$$

Then the filtration of $X$ is induced by

$$
\mathrm{Fil}^{i} X_{\mathrm{dR}}=\mathrm{Fil}^{i} B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V=\sum_{r+s=i} \mathrm{Fil}^{r} B_{\mathrm{dR}} \otimes_{K} \mathrm{Fil}^{s} D_{K}
$$

Then

$$
\begin{aligned}
\mathbf{V}_{\text {st }}(D) & =\left\{x \in X \mid \varphi(x)=x, N(x)=0, x \in \operatorname{Fil}^{0} X\right\} \\
& =\left\{x \in X \mid \varphi(x)=x, N(x)=0, x \in \operatorname{Fil}^{0} X_{\mathrm{dR}}\right\} .
\end{aligned}
$$

Note that $V \subset X$ satisfies the above conditions. We only need to check that $\mathbf{V}_{\text {st }}(D)=V$.

Write $x=\sum_{n=1}^{h} b_{n} \otimes v_{n} \in \mathbf{V}_{\text {st }}(D)$, where $b_{n} \in B_{\text {st }}$.
(1) First $N(x)=0$, i.e. $\sum_{n=1}^{h} N\left(b_{n}\right) \otimes v_{n}=0$, then $N\left(b_{n}\right)=0$ for all $1 \leq n \leq h$, which implies that $b_{n} \in B_{\text {cris }}$ for all $n$.
(2) Secondly, the condition $\varphi(x)=x$ means

$$
\sum_{n=1}^{h} \varphi\left(b_{n}\right) \otimes v_{n}=\sum_{n=1}^{h} b_{n} \otimes v_{n} .
$$

Then $\varphi\left(b_{n}\right)=b_{n}$, which implies that $b_{n} \in B_{e}$ for all $1 \leq n \leq h$.
(3) The condition $x \in \mathrm{Fil}^{0} X_{\mathrm{dR}}$ implies that $b_{n} \in \mathrm{Fil}^{0} B_{\mathrm{dR}}=B_{\mathrm{dR}}^{+}$for all $1 \leq n \leq h$.

Applying the fundamental exact sequence

$$
0 \rightarrow \mathbb{Q}_{p} \rightarrow B_{e} \rightarrow B_{\mathrm{dR}} / B_{\mathrm{dR}}^{+} \rightarrow 0,
$$

we have that $b_{n} \in \mathbb{Q}_{p}$. Therefore $x \in V$, which implies that $V=\mathbf{V}_{\text {st }}(D)$.

### 7.2.2 Unramified representations.

Let $D$ be a filtered $(\varphi, N)$-module with trivial filtration. Then $D$ is of slope 0 (hence $N=0$ ) if and only if there exists a $W$ lattice $M$ such that $\varphi(M)=M$.

Let $K_{0}=\operatorname{Frac} W(k), D$ be an étale $\varphi$-module over $K$. Let $P_{0}=\operatorname{Frac} W(\bar{k})$ be the completion of the maximal unramified extension of $K_{0}$ in $\bar{K}$. Then $P_{0} \subset$ $B_{\text {cris }}^{+} \subset B_{\text {st }}, P_{0}$ is stable under $G_{K}$, and $G_{K}$ acts on $P_{0}$ through $G_{K} / I_{K}=$ $\operatorname{Gal}(\bar{k} / k)$.

Recall

$$
\mathbf{V}_{\mathrm{st}}(D)=\left(B_{\mathrm{st}} \otimes_{K_{0}} D\right)_{\varphi=1, N=0} \cap\left(B_{\mathrm{dR}}^{+} \otimes D_{K}\right)
$$

with

$$
\left(B_{\text {st }} \otimes_{K_{0}} D\right)_{\varphi=1, N=0}=\left(B_{\text {cris }} \otimes_{K_{0}} D\right)_{\varphi=1} \supset\left(P_{0} \otimes_{K_{0}} D\right)_{\varphi=1},
$$

an unramified representation of $G_{K}$ of $\mathbb{Q}_{p}$-dimension $=\operatorname{dim}_{K_{0}} D$.
If $V$ is an unramified representation of $G_{K}$, then

$$
\mathbf{D}_{\text {st }}(V) \supset\left(P_{0} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

which is of $\operatorname{dim}_{K_{0}}=\operatorname{dim}_{\mathbb{Q}_{p}} V$. Then we get the consequence.
Proposition 7.14. Any unramified p-adic representation $V$ of $G_{K}$ is crystalline and $\mathbf{D}_{\text {st }}$ induces an equivalence between $\operatorname{Rep}_{\mathbb{Q}_{p}}^{\mathrm{ur}}\left(G_{K}\right)$, unramified padic representations of $G_{K}$ (equivalently $\boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{p}}\left(G_{k}\right)$ ) and admissible filtered ( $\varphi, N$ )-modules with trivial filtration (equivalently étale $\varphi$-modules over $K_{0}$ ).

### 7.2.3 The reductions to an algebraically closed residue field.

Let $\bar{P}$ be an algebraic closure of $P$ inside of $C$, where

$$
K_{0}^{\mathrm{ur}} \subset P_{0} \subset P=P_{0} K=\widehat{K}^{\mathrm{ur}}
$$

Then $\bar{P} \subset B_{\mathrm{dR}}^{+}$. Note that $B_{\mathrm{dR}}(\bar{P} / P)=B_{\mathrm{dR}}(\bar{K} / K)=B_{\mathrm{dR}}$, and same for $B_{\mathrm{st}}$ and $B_{\text {cris }}$.

For the exact sequence

$$
1 \rightarrow I_{K} \rightarrow G_{K} \rightarrow G_{k} \rightarrow 1
$$

we have $I_{K}=\operatorname{Gal}(\bar{P} / P)$. If $V$ is a $p$-adic representation of $G_{K}$, as $B_{\mathrm{dR}}^{I_{K}}=P$,

$$
D_{\mathrm{dR}, P}(V)=\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{I_{K}}
$$

is a $P$-vector space with

$$
\operatorname{dim}_{P} D_{\mathrm{dR}, P}(V) \leqslant \operatorname{dim}_{\mathbb{Q}_{p}} V
$$

and $V$ is a de Rham representation of $I_{K}$ if and only if the equality holds.
$D_{\mathrm{dR}, P}(V)$ is a $P$-semilinear representation of $G_{k}$. This is trivial:

$$
P \otimes_{K}\left(D_{\mathrm{dR}, P}(V)\right)^{G_{k}} \rightarrow D_{\mathrm{dR}, P}(V)
$$

is an isomorphism. Now

$$
\left(D_{\mathrm{dR}, P}(V)\right)^{G_{k}}=D_{\mathrm{dR}}(V)=\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

Therefore,
Proposition 7.15. $V$ is de Rham as a representation of $G_{K}$ if and only if $V$ is de Rham as a representation of $I_{K}$.

Proposition 7.16. $V$ is semi-stable as a p-adic representation of $G_{K}$ if and only if it is semi-stable as a p-adic representation of $I_{K}$.

Proof. For $D_{\mathrm{st}, P}(V)=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{I_{K}}$, since $B_{\mathrm{st}}^{I_{K}}=P_{0}, D_{\mathrm{st}, P}(V)$ is a $P_{0^{-}}$ semilinear representation of $G_{k}$, then the following is trivial:

$$
P_{0} \otimes_{K_{0}}\left(D_{\mathrm{st}, P}(V)\right)^{G_{k}} \rightarrow D_{\mathrm{st}, P}(V)
$$

is an isomorphism, and $\mathbf{D}_{\text {st }}(V)=\left(D_{\text {st }, P}(V)\right)^{G_{k}}$.

### 7.2.4 A Proposition.

Proposition 7.17. Let $V$ be a p-adic representation of $G_{K}$,

$$
\rho: G_{K} \rightarrow \operatorname{Aut}_{\mathbb{Q}_{p}}(V)
$$

Assume $\rho\left(I_{K}\right)$ is finite, then
(1). $V$ is de Rham.
(2). The following three conditions are equivalent: a) $V$ is semi-stable; b) $V$ is crystalline; c) $\rho\left(I_{K}\right)$ is trivial, i.e. $V$ is unramified.

Proof. Since $\bar{P} \subset B_{\mathrm{dR}}$, the only thing to prove is:
$V$ is semi-stable $\Rightarrow \rho\left(I_{K}\right)$ is trivial.
Because of the previous proposition, we may assume $k=\bar{k}$, equivalently $K=P$, or $I_{K}=G_{K}$.

Let $H=\operatorname{Ker} \rho$ be an open normal subgroup of $I_{K}$, then $\bar{K}^{H}=L$ is a finite Galois extension of $K$. Write $J=G_{K} / H$. Then

$$
\begin{aligned}
\mathbf{D}_{\mathrm{st}}(V) & =\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}=\left(\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{H}\right)^{J} \\
& =\left(B_{\mathrm{st}}^{H} \otimes_{\mathbb{Q}_{p}} V\right)^{J}=\left(K_{0} \otimes_{\mathbb{Q}_{p}} V\right)^{J}=K_{0} \otimes_{\mathbb{Q}_{p}} V^{J}
\end{aligned}
$$

because of $B_{\mathrm{st}}^{H}=K_{0}$. Thus
$V$ is semi-stable $\Leftrightarrow \operatorname{dim}_{K_{0}} \mathbf{D}_{\text {st }}(V)=\operatorname{dim}_{\mathbb{Q}_{p}} V^{J}=\operatorname{dim}_{\mathbb{Q}_{p}} V \Leftrightarrow V^{J}=V$, which means $\rho\left(I_{K}\right)$ is trivial.

### 7.2.5 Tate's twists.

Recall $V(i)=V \otimes_{\mathbb{Q}_{p}} \mathbb{Q}_{p}(i)$, we know that
$V$ is de Rham (resp. semi-stable, crystalline) if and only if $V(i)$ is de Rham (resp. semi-stable crystalline).
We will see that

$$
\mathbf{D}_{\mathrm{st}}(V(i))=\mathbf{D}_{\mathrm{st}}(V)\langle i\rangle
$$

For $D=\mathbf{D}_{\text {st }}(V)=\left(B_{\text {st }} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}$ and $D^{\prime}=\mathbf{D}_{\mathrm{st}}(V(i))=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V(i)\right)^{G_{K}}$, let $t$ be a generator of $\mathbb{Z}(p)(1)$, then $t^{i}$ is a generator of $\mathbb{Q}_{p}(i)$. Then $V(i)=$ $\left\{v \otimes t^{i} \mid v \in V\right\}$. The isomorphism $D\langle i\rangle \rightarrow D^{\prime}$ is given by

$$
d=\sum b_{n} \otimes v_{n} \longmapsto d^{\prime}=\sum b_{n} t^{-i} \otimes\left(v_{n} \otimes t^{i}\right)=\left(t^{-i} \otimes t^{i}\right) d
$$

where $b_{n} \in B_{\mathrm{st}}, v_{n} \in V$.

### 7.2.6 Representation of dimension 1.

Let $V$ be a $p$-adic representation of $G_{K}$ of dimension 1 . Write $V=\mathbb{Q}_{p} v$, then $g(v)=\eta(g) v$ and

$$
\eta: G_{K} \rightarrow \mathbb{Q}_{p}^{*}
$$

is a character(i.e. continuous homomorphism). Moreover, we can make $\eta$ factors through $\mathbb{Z}^{*}$. We call
$\eta$ is $B$-admissible if $V$ is $B$-admissible.
Then
(1) $\eta$ is $C$-admissible if and only if $\eta$ is $\bar{P}$-admissible, or if and only if $\eta\left(I_{K}\right)$ is finite.
(2) If $\eta$ is Hodge-Tate. Recall

$$
\mathbf{D}_{\mathrm{HT}}(V)=\bigoplus_{i \in \mathbb{Z}}\left(C(-i) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

Then $V$ is Hodge-Tate if and only if there exists $i \in \mathbb{Z}$ (not unique) such that $\left(C(-i) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}} \neq 0$. Because

$$
\left(C(-i) \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}=\left(C \otimes_{\mathbb{Q}_{p}} V(-i)\right)^{G_{K}}
$$

the Hodge-Tate condition is also equivalent to that $V(-i)$ is $C$-admissible, or equivalently $\eta \chi^{-i}\left(I_{K}\right)$ is finite where $\chi$ is the cyclotomic character. In this case we write $\eta=\eta_{0} \chi^{i}$.

Proposition 7.18. $\eta$ is Hodge-Tate if and only if it can be written as $\eta=\eta_{0} \chi^{i}$ with $i \in \mathbb{Z}$ and $\eta_{0}$ such that $\eta_{0}\left(I_{K}\right)$ is finite.

Proposition 7.19. $\eta$ is de Rham if and only if $\eta$ is Hodge-Tate.
Proof. As $V$ is de Rham implies that $V$ is Hodge-Tate, $\eta$ is de Rham implies that $\eta$ is Hodge-Tate. Therefore the condition is necessary. On the other hand, if $\eta$ is Hodge-Tate, $V(-i)$ is de Rham and therefore also is $V=V(-i)(i)$.

Proposition 7.20. If $\eta: G_{K} \rightarrow \mathbb{Z}_{p}^{*}$ is a continuous homomorphism, then the followings are equivalent:
(1). $\eta$ is semi-stable;
(2). $\eta$ is crystalline;
(3). There exist $\eta_{0}: G_{K} \rightarrow \mathbb{Z}_{p}^{*}$ unramified and $i \in \mathbb{Z}$ such that $\eta=\eta_{0} \chi^{i}$.

Proof. This follows from Proposition 7.17.
Remark 7.21. Check that if $D$ is an admissible filtered $(\varphi, N)$-module over $K$ of dimension 1, then there exists a semi-stable representation $V$ such that $D \simeq \mathbf{D}_{\mathrm{st}}(V)$.

### 7.2.7 End of the proof of Proposition A1.

Let $V$ be a semi-stable $p$-adic representation of $G_{K}$. We want to prove that $\mathbf{D}_{\text {st }}(V)$ is admissible. We denote by $D=\mathbf{D}_{\text {st }}(V)$.

Let $D^{\prime}$ be a sub $K_{0}$-vector space of $D$ stable under $\varphi$ and $N$. We want to prove that

$$
t_{H}\left(D^{\prime}\right) \leqslant t_{N}\left(D^{\prime}\right)
$$

Assume first that $\operatorname{dim}_{K_{0}} D^{\prime}=1$. Let $\left\{v_{1}, \cdots, v_{h}\right\}$ be a basis of $V$ over $\mathbb{Q}_{p}$. Write $D^{\prime}=K_{0} \delta$, then

$$
\varphi \delta=\lambda \delta, \lambda \in K_{0}, \lambda \neq 0
$$

Thus

$$
t_{N}\left(D^{\prime}\right)=v_{p}(\lambda)=r \quad \text { and } \quad N \delta=0
$$

As $D=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}$, then $\delta=\sum_{i=1}^{h} b_{i} \otimes v_{i}$. Thus

$$
\varphi \delta=\sum_{i=1}^{h} \varphi b_{i} \otimes v_{i} \text { and } N \delta=\sum_{i=1}^{h} N b_{i} \otimes v_{i}
$$

so $\varphi b_{i}=\lambda b_{i}$ and $N b_{i}=0$ for all $i$, which implies that $b_{i} \in B_{\text {cris }}$.
Assume $t_{H}\left(D^{\prime}\right)=s$. Then $\delta \in \operatorname{Fil}^{s}\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)$ but $\notin \mathrm{Fil}^{s+1}\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)$. The filtration

$$
\operatorname{Fil}^{s}\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)=\mathrm{Fil}^{s} B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V
$$

implies that $b_{i} \in \mathrm{Fil}^{s} B_{\mathrm{dR}}$ for all $i$. Now this case follows from the Lemma below.

Lemma 7.22. If $b \in B_{\text {cris }}$ satisfies $\varphi b=\lambda b$ with $\lambda \in K_{0}$ and $v_{p}(\lambda)=r$, and if $b$ is also in $\mathrm{Fil}^{r+1} B_{\mathrm{dR}}$, then $b=0$.

Proof. Let $\Delta=K_{0} e$ be an one-dimensional $(\varphi, N)$-module with $\varphi e=\frac{1}{\lambda} e$ and $N e=0$. Then $t_{H}(\Delta)=-r$ and

$$
\operatorname{Fil}^{i} \Delta_{K}= \begin{cases}K, & \text { if } i \leqslant-r \\ 0, & \text { if } i>-r\end{cases}
$$

$\mathbf{V}_{\text {st }}(\Delta)$ is a $\mathbb{Q}_{p}$-vector space of dimension 1. Then $\mathbf{V}_{\text {st }}(\Delta)=\mathbb{Q}_{p} b_{0} \otimes e$ for any $\varphi b_{0}=\lambda b_{0}, b_{0} \neq 0$. Thus $b_{0} \in \mathrm{Fil}^{r}$ but $\notin \mathrm{Fil}^{r+1}$.

We also see that if $D=D^{\prime}$ is of dimension 1 , then $t_{H}(D)=t_{N}(D)$.
General case: let $D=\mathbf{D}_{\text {st }}(V), \operatorname{dim}_{K_{0}} D=\operatorname{dim}_{\mathbb{Q}_{p}} V=h, \operatorname{dim}_{K_{0}} D^{\prime}=m$. We want to prove $t_{H}\left(D^{\prime}\right) \leqslant t_{N}\left(D^{\prime}\right)$ and the equality if $m=h$.

Let $V_{1}=\bigwedge^{m} V$ be a quotient of $V \otimes \cdots \otimes V$ (m copies). The tensor product is a semi-stable representation, so $V_{1}$ is also semi-stable. Then

$$
\mathbf{D}_{\mathrm{st}}\left(V_{1}\right)=\bigwedge^{m} \mathbf{D}_{\mathrm{st}}(V)=\bigwedge_{K_{0}}^{m} D
$$

Now $\bigwedge^{m} D^{\prime} \subset \bigwedge^{m} D$ is a subobject of dimension 1 , and

$$
t_{H}\left(\bigwedge^{m} D^{\prime}\right)=t_{H}\left(D^{\prime}\right), \quad t_{N}\left(\bigwedge^{m} D^{\prime}\right)=t_{N}\left(D^{\prime}\right)
$$

the general case is reduced to the one dimensional case.

### 7.2.8 $\mathbb{Q}_{p^{r}}$-representations.

Let $r \in \mathbb{N}, r \geqslant 1$. Denote by $\mathbb{Q}_{p^{r}}$ the unique unramified extension of $\mathbb{Q}_{p}$ of degree $r$ contained in $\bar{K}$. The Galois group $\operatorname{Gal}\left(\mathbb{Q}_{p^{r}} / \mathbb{Q}\right)$ is a cyclic group generated by the restriction of $\varphi$ to $\mathbb{Q}_{p^{r}}\left(\left.\varphi\right|_{\mathbb{Q}_{p^{r}}}=\sigma\right)$, and

$$
\mathbb{Q}_{p^{r}} \subset P_{0} \subset B_{\mathrm{cris}}^{+} \subset B_{\mathrm{st}}
$$

is stable under $G_{K}$ and $\varphi$.
 vector space such that $G_{K}$ acts continuously and semi-linearly:

$$
g\left(v_{1}+v_{2}\right)=g\left(v_{1}\right)+g\left(v_{2}\right), \quad g(\lambda v)=g(\lambda) g(v)
$$

Note that such a representation is also a $p$-adic representation of $G_{K}$ with

$$
\operatorname{dim}_{\mathbb{Q}_{p}} V=r \operatorname{dim}_{\mathbb{Q}_{p^{r}}} V
$$

We say that a $\mathbb{Q}_{p^{r}}$-representation $V$ of $G_{K}$ is de Rham (semi-stable, $\cdots$ ) if it is de Rham (semi-stable, $\cdots$ ) as a $p$-adic representation.

Let $V$ be a $\mathbb{Q}_{p^{r}}$-representation $V$ of $G_{K}$, recall $\mathbf{D}_{\mathrm{st}}(V)=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}$. Write

$$
\mathbf{D}_{\mathrm{st}, r}(V)=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p^{r}}} V\right)^{G_{K}}
$$

which again is a $K_{0}$-vector space.
Proposition 7.24.

$$
\operatorname{dim}_{K_{0}} \mathbf{D}_{\text {st }, r}(V) \leqslant \operatorname{dim}_{\mathbb{Q}_{p^{r}}} V
$$

with equality if and only if $V$ is semi-stable.
Proof. One has

$$
B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V=\bigoplus_{m=0}^{r-1} B_{\mathrm{st}_{\sigma^{-m}}} \otimes_{\mathbb{Q}_{p^{r}}} V
$$

where ${ }_{\sigma^{-m}} \bigotimes_{\mathbb{Q}_{p^{r}}}$ is the twisted tensor product. Thus

$$
\mathbf{D}_{\mathrm{st}}(V)=\bigoplus_{m=0}^{r-1}\left(B_{\mathrm{st}_{\sigma^{-m}}} \otimes_{\mathbb{Q}_{p^{r}}} V\right)^{G_{K}}
$$

For $d \in \mathbf{D}_{\text {st }, r}(V)$, then $\varphi^{m} d \in\left(B_{\text {st } \sigma^{-m}} \otimes_{\mathbb{Q}_{p^{r}}} V\right)^{G_{K}}$, which implies

$$
\operatorname{dim}_{K_{0}}\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p^{r}}} V\right)^{G_{K}}=\operatorname{dim}_{K_{0}} \mathbf{D}_{\mathrm{st}, r}(V)
$$

thus

$$
\operatorname{dim}_{K_{0}} \mathbf{D}_{\mathrm{st}}(V)=r \operatorname{dim}_{K_{0}} \mathbf{D}_{\mathrm{st}, r}(V)
$$

We proved the Proposition.
For a $\mathbb{Q}_{p^{r}}$-representation $V$, we have

$$
\mathbf{D}_{\mathrm{dR}}(V)=\left(B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}=\bigoplus_{m=0}^{r-1}\left(B_{\mathrm{dR}_{\sigma^{-m}}} \otimes_{\mathbb{Q}_{p^{r}}} V\right)^{G_{K}}
$$

If $V$ is semi-stable, then

$$
\left(B_{\mathrm{dR} \sigma^{-m}} \otimes_{\mathbb{Q}_{p^{r}}} V\right)^{G_{K}}=K_{\varphi^{-m}} \otimes_{K_{0}} \mathbf{D}_{\mathrm{st}, r}(V)
$$

Definition 7.25. A filtered $\left(\varphi^{r}, N\right)$-module over $K$ is a $K_{0}$-vector space $\Delta$ with two operators

$$
\varphi^{r}, N: \Delta \rightarrow \Delta
$$

such that $N$ is $K_{0}$-linear, $\varphi^{r}$ is $\sigma^{r}$-semi-linear, and

$$
N \varphi^{r}=p^{r} \varphi^{r} N
$$

and a structure of filtered $K$ vector space on

$$
\Delta_{K, m}=K_{\varphi^{-m}} \otimes_{K_{0}} \Delta
$$

for $m=0,1,2, \cdots, r-1$.
If $V$ is a semi-stable $\mathbb{Q}_{p^{r}}$-representation of $G_{K}$, write $\Delta=\mathbf{D}_{\text {st }, r}(V)$. Then $\Delta$ has a natural structure of a filtered $\left(\varphi^{r}, N\right)$-module over $K$, The inclusion

$$
\Delta=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p^{r}}} V\right)^{G_{K}} \subset\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

shows $\Delta$ is stable by $\varphi^{r}$ and $N$, and the filtration for $\Delta_{K, m}=K_{\varphi^{-m}} \otimes_{K_{0}} \Delta$ comes from $B_{\mathrm{dR}_{\sigma^{-m}}} \otimes_{\mathbb{Q}_{p^{r}}} V$.

Exercise 7.26. Define a way to associate a filtered $(\varphi, N)$-module $\Delta$ over $K$ to a $(\varphi, N)$-module $D$ over $K$ such that if $V$ is a semi-stable $p$-adic representation and if $\Delta=\mathbf{D}_{\mathrm{st}, r}(V)$, then $D=\mathbf{D}_{\mathrm{st}}(V)$.

Answer: $D=\mathbb{Q}_{p}[\varphi] \otimes_{\mathbb{Q}_{p}\left[\varphi^{r}\right]} \Delta$.
Define $\Delta$ to be admissible if the associated $D$ is admissible.

Proposition 7.27. Let $\operatorname{Rep}_{\mathbb{Q}_{p^{r}}}^{\text {st }}\left(G_{K}\right)$ denote the category of $\mathbb{Q}_{p^{r}}$ semi-stable representations of $G_{K}$ and $\mathbf{M F}_{K}^{a d}\left(\varphi^{r}, N\right)$ denote the category of admissible filtered $\left(\varphi^{r}, N\right)$-modules over $K$. Then the functor

$$
\mathbf{D}_{\mathrm{st}, r}: \boldsymbol{\operatorname { R e p }}_{\mathbb{Q}_{p^{r}}}^{\mathrm{st}}\left(G_{K}\right) \rightarrow \mathbf{M F}_{K}^{a d}\left(\varphi^{r}, N\right)
$$

is an exact and fully faithful functor.
Exercise 7.28. (1) Define $\mathbf{V}_{\text {st }, r}$ which has the property that

$$
\mathbf{V}_{\mathrm{st}, r}\left(\mathbf{D}_{\mathrm{st}, r}(V)\right)=V
$$

(2) Define tensor products in both categories and check that $\mathbf{D}_{\text {st }, r}$ is a $\otimes$ functor.

## Examples of $\mathbb{Q}_{p^{r}}$-representations.

(1) $\mathbb{Q}_{p^{r}}$ is a $\mathbb{Q}_{p^{r}}$-representation of dimension $1, \mathbf{D}_{\text {st }, r}\left(\mathbb{Q}_{p^{r}}\right)=K_{0}$ with $\varphi^{r}=\sigma^{r}, N=0$, and all the filtration are trivial.
(2) Let $\pi=p$ or $-p$ be a uniformizing parameter. Consider the LubinTate formal group for $\mathbb{Q}_{p^{r}}$ associated to $\pi$. The fact $\pi \in \mathbb{Q}_{p}$ implies that this Lubin-Tate formal group is defined over $\mathbb{Z}_{p}$, and

$$
V_{p}(L T)=\mathbb{Q}_{p} \otimes_{\mathbb{Z}_{p}} T_{p}(L T)
$$

$V_{(r)}=V_{p}(\Gamma)$ is a one-dimensional $\mathbb{Q}_{p^{r}}$-vector space, $G_{K} \rightarrow \operatorname{Gal}\left(\overline{\mathbb{Q}_{p}} / \mathbb{Q}_{p}\right)$ acts
 Moreover, there is a natural injective map

$$
V_{(r)} \hookrightarrow\left\{v \in B_{\mathrm{cris}}^{+} \mid \varphi^{r} v=p v\right\} \cap \mathrm{Fil}^{1} B_{\mathrm{dR}}
$$

(a fortiori, this is an isomorphism), which implies that $V_{(r)}$ is crystalline.
Write $V_{(r)}=\mathbb{Q}_{p^{r}} v$, then $e=v^{-1} \otimes v \in \mathbf{D}_{\text {st }, r}(V)$, thus

$$
\mathbf{D}_{\mathrm{st}, r}(V)=K_{0} e, \varphi^{r} e=p^{-1} e, N e=0
$$

Then $\Delta=\mathbf{D}_{\text {st }, r}\left(V_{(r)}\right)=K_{0} e$, and

$$
\Delta_{K, m}=K_{\varphi^{-m}} \otimes_{K_{0}} K_{0} e=K e_{m}, \quad e_{m}=1 \otimes e
$$

for $m=0,1, \cdots, r-1$. If $m>0$,

$$
\operatorname{Fil}^{i} \Delta_{K, m}= \begin{cases}K e_{m}, & \text { if } i \leq 0 \\ 0, & \text { if } i>0\end{cases}
$$

If $m=0$,

$$
\operatorname{Fil}^{i} \Delta_{K, 0}= \begin{cases}K e_{0}, & \text { if } i<0 \\ 0, & \text { if } i \geq 0\end{cases}
$$

### 7.3 Sketch of a proof of Theorem A and Theorem B

Lemma 7.29. Let $F$ be a field and $J$ a subgroup of the group of automorphisms of $F$. Let $E=F^{J}$. Let $\Delta$ be a finite dimensional $E$-vector space, and

$$
\Delta_{F}=F \otimes_{E} \Delta
$$

$J$ acts on $\Delta_{F}$ through

$$
j(\lambda \otimes \delta)=j(\lambda) \otimes \delta, \text { if } j \in J, \lambda \in F, \delta \in \Delta
$$

By the map $\delta \mapsto 1 \otimes \delta$, we identify $\Delta$ with $\left.1 \otimes_{E} \Delta=\left(\Delta_{F}\right)^{J}\right)$. Let $L$ be a sub $F$-vector space of $\Delta_{F}$. Then there exists $\Delta^{\prime}$, a sub $E$-vector space of $\Delta$ such that $L=F \otimes_{E} \Delta^{\prime}$ if and only if $g(L)=L$ for all $g \in J$, i.e., $L$ is stable under the action of $J$.

Proof. Exercise.
Proposition 7.30. Let $D$ be an admissible filtered $(\varphi, N)$-module over $K$ of dimension $h \geqslant 1$. Let $V=\mathbf{V}_{\text {st }}(D)$. Then $\operatorname{dim}_{\mathbb{Q}_{p}} V \leqslant h$, $V$ is semi-stable and $\mathbf{D}_{\text {st }}(V) \subset D$ as a subobject.

Remark 7.31. The above proposition implies that, if $D$ is admissible, the following conditions are equivalent:
(1). $D \simeq \mathbf{D}_{\text {st }}(V)$ where $V$ is some semi-stable $p$-adic representation.
(2). $\operatorname{dim}_{\mathbb{Q}_{p}} \mathbf{V}_{\mathrm{st}}(D) \geqslant h$.
(3). $\operatorname{dim}_{\mathbb{Q}_{p}} \mathbf{V}_{\text {st }}(D)=h$.

Proof. We may assume $V \neq 0$. Apply the above Lemma to the case

$$
\Delta=D, F=C_{\mathrm{st}}=\operatorname{Frac} B_{\mathrm{st}}, J=G_{K}, E=C_{\mathrm{st}}^{G_{K}}=K_{0}
$$

Then

$$
\Delta_{F}=C_{\mathrm{st}} \otimes_{K_{0}} D \supset B_{\mathrm{st}} \otimes_{K_{0}} D \supset V .
$$

Let $L$ be the sub- $C_{\text {st }}$-vector space of $C_{\mathrm{st}} \otimes_{K_{0}} D$ generated by $V$. The actions of $\varphi$ and $N$ on $B_{\text {st }}$ extend to $C_{\text {st }}$, thus $L$ is stable under $\varphi, N$ and $G_{K}$. By the lemma, there exists a sub $K_{0}$-vector space $D^{\prime}$ of $D$ such that

$$
L=C_{\mathrm{st}} \otimes_{K_{0}} D^{\prime}
$$

That $L$ is stable by $\varphi$ and $N$ implies that $D^{\prime}$ is also stable by $\varphi$ and $N$.
Choose a basis $\left\{v_{1}, \cdots, v_{r}\right\}$ of $L$ over $C_{\text {st }}$ consisting of elements of $V$. Choose a basis $\left\{d_{1}, \cdots, d_{r}\right\}$ of $D^{\prime}$ over $K_{0}$, which is also a basis of $L$ over $C_{\text {st }}$. Since $V \subset B_{\text {st }} \otimes_{\mathbb{Q}_{p}} D$,

$$
v_{i}=\sum_{j=1}^{r} b_{i j} d_{j}, \quad b_{i j} \in B_{\mathrm{st}}
$$

By the inclusion $B_{\text {st }} \otimes_{K_{0}} D^{\prime} \subset B_{\text {st }} \otimes_{K_{0}} D$, we have

$$
\bigwedge_{B_{\mathrm{st}}}^{r}\left(B_{\mathrm{st}} \otimes_{K_{0}} D^{\prime}\right) \subset \bigwedge_{B_{\mathrm{st}}}^{r}\left(B_{\mathrm{st}} \otimes_{K_{0}} D\right)
$$

equivalently,

$$
B_{\mathrm{st}} \otimes_{K_{0}} \bigwedge_{K_{0}}^{r} D^{\prime} \subset B_{\mathrm{st}} \otimes_{K_{0}} \bigwedge_{K_{0}}^{r} D
$$

Let $b=\operatorname{det}\left(b_{i j}\right) \in B_{\text {st }}$, then $b \neq 0$. Let

$$
v_{0}=v_{1} \wedge v_{2} \wedge \cdots \wedge v_{r}, \quad d_{0}=d_{1} \wedge d_{2} \wedge \cdots \wedge d_{r}
$$

then $v_{0}=d b_{0}$. Since $v_{i} \in \mathbf{V}_{\text {st }}\left(D^{\prime}\right)$, then $v_{0} \in \mathbf{V}_{\mathrm{st}}\left(\bigwedge^{r} D^{\prime}\right)$, which is $\neq 0$ as $v_{0} \neq 0$. Now the facts

$$
\operatorname{dim}_{K_{0}} \bigwedge^{r} D^{\prime}=1 \text { and } \mathbf{V}_{\mathrm{st}}\left(\bigwedge^{r} D^{\prime}\right) \neq 0
$$

imply that

$$
t_{H}\left(\bigwedge^{r} D^{\prime}\right) \geqslant t_{N}\left(\bigwedge^{r} D^{\prime}\right)
$$

Now the admissibility condition implies that $t_{H}\left(D^{\prime}\right)=t_{N}\left(D^{\prime}\right)$, thus $t_{H}\left(\bigwedge^{r} D^{\prime}\right)=$ $t_{N}\left(\bigwedge^{r} D^{\prime}\right)$ and

$$
\mathbf{V}_{\mathrm{st}}\left(\bigwedge^{r} D^{\prime}\right)=\mathbb{Q}_{p} v_{0}
$$

For any $v \in \mathbf{V}_{\text {st }}\left(D^{\prime}\right)=V$, write $v=\sum_{i=1}^{r} c_{i} v_{i}$ with $c_{i} \in C_{\mathrm{st}}, 1 \leqslant i \leqslant r$, then

$$
v_{1} \wedge \cdots \wedge v_{i-1} \wedge v \wedge v_{i+1} \wedge \cdots \wedge v_{r}=c_{i} v_{0} \in \bigwedge_{\mathbb{Q}_{p}}^{r} V \subset \mathbf{V}_{\mathrm{st}}\left(\bigwedge^{r} D^{\prime}\right)=\mathbb{Q}_{p} v_{0}
$$

therefore $c_{i} \in \mathbb{Q}_{p}$. Thus $V$ is the $\mathbb{Q}_{p}$ vector space generated by $v_{1}, \cdots, v_{r}$ and

$$
r=\operatorname{dim}_{K_{0}} D^{\prime} \leqslant \operatorname{dim}_{K_{0}} D
$$

Because

$$
\mathbf{V}_{\mathrm{st}}\left(D^{\prime}\right)=V \text { and } \mathbf{D}_{\mathrm{st}}(V)=D^{\prime}
$$

we get the result that $V$ is semi-stable.
Proposition A. Let $V$ be a p-adic representation of $G_{K}$ which is de Rham. Then $V$ is potentially semi-stable.

Proposition B. Let $D$ be an admissible filtered ( $\varphi, N$ )-module over $K$. Then $\operatorname{dim}_{\mathbb{Q}_{p}} \mathbf{V}_{\text {st }}(D)=\operatorname{dim}_{K_{0}} D$.

Proof (Outline of the Proof of Propositions $A$ and $B$ ). Let $D_{K}$ be the associated filtered $K$-vector space, where

$$
D_{K}= \begin{cases}D_{\mathrm{dR}}(V), & \text { Case A } \\ K \otimes_{K_{0}} D, & \text { Case B }\end{cases}
$$

Let $d=\operatorname{dim}_{K} D_{K}$ and let the Hodge polygon

$$
P_{H}\left(D_{K}\right)= \begin{cases}P_{H}(V), & \text { Case A } \\ P_{H}(D), & \text { Case B }\end{cases}
$$

We shall prove Proposition A and Proposition B by induction on the complexity of $P_{H}$. The proof is divided in several steps.

Step 1: $P_{H}$ is trivial. i.e. the filtration is trivial.
Proof (Proposition A in this case). From the following exact sequence:

$$
0 \rightarrow \operatorname{Fil}^{1} B_{\mathrm{dR}} \rightarrow \mathrm{Fil}^{0} B_{\mathrm{dR}}=B_{\mathrm{dR}}^{+} \rightarrow C \rightarrow 0
$$

$\otimes V$ and then take the invariant under $G_{K}$, we have

$$
0 \rightarrow \operatorname{Fil}^{1} D_{K} \rightarrow \operatorname{Fil}^{0} D_{K} \rightarrow\left(C \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

Because the filtration is trivial, $\mathrm{Fil}^{1} D_{K}=0$ and $\mathrm{Fil}^{0} D_{K}=D_{K}$, then we have a monomorphism $D_{K}=\operatorname{Fil}^{0} D_{K} \rightarrow\left(C \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}$, and

$$
\operatorname{dim}_{K}\left(C \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}} \geqslant \operatorname{dim}_{K} D_{K}=\operatorname{dim}_{\mathbb{Q}_{p}} V
$$

thus the inequality is an equality and $V$ is $C$-admissible. This implies that the action of $I_{K}$ is finite, hence $V$ is potentially semi-stable (even potentially crystalline).

Proof (Proposition B in this case). We know that in this case, $D \simeq \mathbf{D}_{\mathrm{st}}(V)$ with

$$
V=\left(P_{0} \otimes_{K_{0}} D\right)_{\varphi=1}
$$

an unramified representation.

## Step 2:

Proposition 2A. If $0 \rightarrow V^{\prime} \rightarrow V \rightarrow V^{\prime \prime} \rightarrow 0$ is a short exact sequence of $p$ adic representations of $G_{K}$, and if $V^{\prime}, V^{\prime \prime}$ are semi-stable and $V$ is de Rham, then $V$ is also semi-stable.

Proposition 2B. If $0 \rightarrow D^{\prime} \rightarrow D \rightarrow D^{\prime \prime} \rightarrow 0$ is a short exact sequence of admissible filtered $(\varphi, N)$-modules over $K$, and if

$$
\operatorname{dim}_{\mathbb{Q}_{p}} \mathbf{V}_{\mathrm{st}}\left(D^{\prime}\right)=\operatorname{dim}_{K_{0}} D^{\prime}, \quad \operatorname{dim}_{\mathbb{Q}_{p}} \mathbf{V}_{\mathrm{st}}\left(D^{\prime \prime}\right)=\operatorname{dim}_{K_{0}} D^{\prime \prime}
$$

then $\operatorname{dim}_{\mathbb{Q}_{p}} \mathbf{V}_{\text {st }}(D)=\operatorname{dim}_{K_{0}} D$.
By Propositions 2A and 2B, it is enough to prove when $V$ and $D$ are irreducible.

Remark 7.32. Proposition 2A is due to Hyodo when $k$ is finite using Galois cohomology and Tate duality. The proof in the general case is due to Berger and uses the theory of $(\varphi, N)$-modules. We won't give the proof of Proposition 2A here.

For Proposition 2B, we need to introduce the so-called fundamental complex of $D$. Write

$$
\begin{aligned}
& \mathbf{V}_{\mathrm{st}}^{0}(D)=\left\{b \in B_{\mathrm{st}} \otimes_{K_{0}} D \mid N b=0, \varphi b=b\right\} \\
& \mathbf{V}_{\mathrm{st}}^{1}(D)=B_{\mathrm{dR}} \otimes_{K} D_{K} / F_{i l}\left(B_{\mathrm{dR}} \otimes_{K} D_{K}\right) \\
& \operatorname{Fil}^{0}\left(B_{\mathrm{dR}} \otimes_{K} D_{K}\right)=\sum_{i \in \mathbb{Z}} \operatorname{Fil}^{i} B_{\mathrm{dR}} \otimes_{K} \mathrm{Fil}^{-i} D_{K}
\end{aligned}
$$

There is a natural map $\mathbf{V}_{\mathrm{st}}^{0}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{1}(D)$ induced by

$$
B_{\mathrm{st}} \otimes_{K_{0}} D \subset B_{\mathrm{dR}} \otimes_{K} D_{K} \rightarrow \mathbf{V}_{\mathrm{st}}^{1}\left(D_{K}\right)
$$

Then we have an exact sequence

$$
0 \rightarrow \mathbf{V}_{\mathrm{st}}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{0}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{1}(D)
$$

Proposition 7.33. Under the assumptions of Proposition 2B (not including admissibility condition), then for $i=0,1$, the sequence

$$
0 \rightarrow \mathbf{V}_{\mathrm{st}}^{i}\left(D^{\prime}\right) \rightarrow \mathbf{V}_{\mathrm{st}}^{i}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{i}\left(D^{\prime \prime}\right) \rightarrow 0
$$

is exact.
Proof. For $i=1$. By assumption, the exact sequence $0 \rightarrow D_{K}^{\prime} \rightarrow D_{K} \rightarrow$ $D_{K}^{\prime \prime} \rightarrow 0$ implies that

$$
0 \rightarrow B_{\mathrm{dR}} \otimes_{K} D_{K}^{\prime} \rightarrow B_{\mathrm{dR}} \otimes_{K} D_{K} \rightarrow B_{\mathrm{dR}} \otimes_{K} D_{K}^{\prime \prime} \rightarrow 0
$$

Then we have a commutative diagram


The three columns and the middle row of the above diagram are exact, the top row is exact following from the snake lemma, hence the bottom one is also exact and so we get the result for $i=1$.

For $i-0$, note that

$$
\mathbf{V}_{\mathrm{st}}^{0}(D)=\left\{x \in B_{\mathrm{st}} \otimes_{K_{0}} D \mid N x=0, \varphi x=x\right\}
$$

Let

$$
\mathbf{V}_{\text {cris }}^{0}(D)=\left\{y \in B_{\text {cris }} \otimes_{K_{0}} D \mid \varphi y=y\right\}
$$

Let $u=\log [\pi]$ for $\pi^{(0)}=-p$, then

$$
B_{\mathrm{st}}=B_{\text {cris }}[u], \quad N=-\frac{d}{d u} \text { and } \varphi u=p u
$$

With obvious notation, any $x \in B_{\text {st }} \otimes_{K_{0}} D$ can be written as

$$
x=\sum_{n=0}^{+\infty} x_{n} u^{n}, x_{n} \in B_{\text {cris }} \otimes_{K_{0}} D
$$

and almost all $x_{n}=0$. The map

$$
x \mapsto x_{0}
$$

defines a $\mathbb{Q}_{p}$-linear bijection between $\mathbf{V}_{\mathrm{st}}^{0}(D)$ and $\mathbf{V}_{\text {cris }}^{0}(D)$ which is functorial (however, which is not Galois equivalent).

Enough to prove that

$$
0 \rightarrow \mathbf{V}_{\text {cris }}^{0}\left(D^{\prime}\right) \rightarrow \mathbf{V}_{\text {cris }}^{0}(D) \rightarrow \mathbf{V}_{\text {cris }}^{0}\left(D^{\prime \prime}\right) \rightarrow 0
$$

is exact. The only thing which matters is the structure of $\varphi$-isocrystals.
a). the case $k$ is algebraically closed. For the exact sequence

$$
0 \rightarrow D^{\prime} \rightarrow D \rightarrow D^{\prime \prime} \rightarrow 0
$$

it is well known that this sequence splits as a sequence of $\varphi$-isocrystals. Thus $D \simeq D^{\prime} \oplus D^{\prime \prime}$ and $\mathbf{V}_{\text {cris }}^{0}(D)=\mathbf{V}_{\text {cris }}^{0}\left(D^{\prime}\right) \oplus \mathbf{V}_{\text {cris }}^{0}\left(D^{\prime \prime}\right)$.
b). the case $k$ is not algebraically closed. Then

$$
\mathbf{V}_{\text {cris }}^{0}(D)=\left\{y \in B_{\text {cris }} \otimes_{K_{0}} D \mid \varphi y=y\right\}=\left\{y \in B_{\text {cris }} \otimes_{P_{0}}\left(P_{0} \otimes_{K_{0}} D\right) \mid \varphi y=y\right\}
$$

with $P_{0}=\operatorname{Frac} W(\bar{k})$ and $B_{\text {cris }} \supset P_{0} \supset K_{0} . P_{0} \otimes_{K_{0}} D$ is a $\varphi$-isocrystal over $P_{0}$ whose residue field is $\bar{k}$, thus the following exact sequence

$$
0 \rightarrow P_{0} \otimes_{K_{0}} D^{\prime} \rightarrow P_{0} \otimes_{K_{0}} D \rightarrow P_{0} \otimes_{K_{0}} D^{\prime \prime} \rightarrow 0
$$

splits and hence the result follows.
Proposition 7.34. If $V$ is semi-stable and if $D \cong \mathbf{D}_{\text {st }}(V)$, then the sequence

$$
0 \rightarrow \mathbf{V}_{\mathrm{st}}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{0}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{1}(D) \rightarrow 0
$$

is exact.

Proof. Use the fact

$$
B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V=B_{\mathrm{st}} \otimes_{K_{0}} D \subset B_{\mathrm{dR}} \otimes_{\mathbb{Q}_{p}} V=B_{\mathrm{dR}} \otimes_{K} D_{K},
$$

then

$$
\mathbf{V}_{\mathrm{st}}^{0}(D)=\left\{x \in B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} D \mid N x=0, \varphi x=x\right\}
$$

As $N(b \otimes v)=N b \otimes v$ and $\varphi(b \otimes v)=\varphi b \otimes v$, then

$$
\mathbf{V}_{\mathrm{st}}^{0}(D)=B_{e} \otimes_{\mathbb{Q}_{p}} V
$$

By definition and the above fact,

$$
\left.\mathbf{V}_{\mathrm{st}}^{1}(D) K\right)=\left(B_{\mathrm{dR}} / B_{\mathrm{dR}}^{+}\right) \otimes_{\mathbb{Q}_{p}} V
$$

From the fundamental exact sequence

$$
0 \rightarrow \mathbb{Q}_{p} \rightarrow B_{e} \rightarrow B_{\mathrm{dR}} / B_{\mathrm{dR}}^{+} \rightarrow 0
$$

tensoring $V$ over $\mathbb{Q}_{p}$, we have

$$
0 \rightarrow V \rightarrow B_{e} \otimes_{\mathbb{Q}_{p}} V \rightarrow\left(B_{\mathrm{dR}} / B_{\mathrm{dR}}^{+}\right) \otimes_{\mathbb{Q}_{p}} V \rightarrow 0
$$

is also exact. Since $V=\mathbf{V}_{\mathrm{st}}(D), 0 \rightarrow \mathbf{V}_{\mathrm{st}}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{0}(D) \rightarrow \mathbf{V}_{\mathrm{st}}^{1}(D) \rightarrow 0$ is exact.

Proof (Proof of Proposition 2B). Let $0 \rightarrow D^{\prime} \rightarrow D \rightarrow D^{\prime \prime} \rightarrow 0$ be the short exact sequence. Then we have a commutative diagram

which is exact in rows and columns. A diagram chasing shows that $\mathbf{V}_{\text {st }}(D) \rightarrow$ $\mathbf{V}_{\text {st }}\left(D^{\prime \prime}\right)$ is onto, thus $\operatorname{dim}_{K_{0}} \mathbf{V}_{\text {st }}(D)=\operatorname{dim}_{\mathbb{Q}_{p}} V$.

Step 3: Reduce the proof to the case when $t_{H}=0$.
The Idea for $V$ is the following. In this case $t_{H}(V)=t_{H}\left(D_{K}\right)$. For any $i \in \mathbb{Z}$, we have $V$ is de Rham if and only if $V(i)$ is de Rham. Let $d=\operatorname{dim}_{K} D_{K}$, then $t_{H}(V(i))=t_{H}\left(D_{K}\right)-i \cdot d$. Choose $i=\frac{t_{H}(V)}{d}$, then $t_{H}(V(i))=0$. If the result is known for $V(i)$, then it is also known for $V=V(i)(-i)$. However, this trick works only if $\frac{t_{H}(V)}{d} \in \mathbb{Z}$.

Definition 7.35. If $V$ is a p-adic representation of $G_{K}$, let $r$ be the biggest integer $\geqslant 1$ such that we can endow $V$ with the structure of $a \mathbb{Q}_{p^{r}}$-representation. The reduced dimension of $V$ is the integer $\frac{\operatorname{dim}_{Q_{p}} V}{r}$.

For $h \in \mathbb{N}, h \geqslant 1$, we have
Proposition $\boldsymbol{A}$ '(h). Any p-adic de Rham representation of $G_{K}$ of reduced dimension $\leqslant h$ and such that $t_{H}(V)=0$ is potentially semi-stable.

Proposition $\boldsymbol{A}(\boldsymbol{h})$. Any p-adic de Rham representation of $G_{K}$ of reduced dimension $\leqslant h$ is potentially semi-stable.

Proof (Proof of Proposition $A^{\prime}(h) \Rightarrow$ Proposition $A(h)$ ). Let $V$ be a $p$-adic de Rham representation of $G_{K}$ of reduced dimension $h$, we need to show that $V$ is potentially semi-stable.

There exists an integer $r \geqslant 1$, such that we may consider $V$ as a $\mathbb{Q}_{p^{r-}}$ representation of dimension $h$. For $s \geqslant 1$ and for any $a \in \mathbb{N}$, define

$$
V_{(s)}^{a}=\operatorname{Sym}_{\mathbb{Q}_{p^{s}}}^{a} V_{(s)},
$$

then $V_{(s)}^{a}$ is a $\mathbb{Q}_{p^{s}}$-representation of dimension 1. Let $V_{(s)}^{-a}$ be the $\mathbb{Q}_{p^{s}}$-dual of $V_{(s)}^{a}$. Choose $s=r b$ with $b \geqslant 1$ and $a \in \mathbb{Z}$, and let

$$
V^{\prime}=V \otimes_{\mathbb{Q}_{p^{r}}} V_{(s)}^{a}
$$

it is a $\mathbb{Q}_{p^{s}}$-representation of dimension $h$. If $V_{(s)}$ is crystalline, then is also de Rham, thus $V_{(s)}^{a}$ is de Rham and $V^{\prime}$ is also de Rham.

An easy exercise shows

$$
d=r h=\operatorname{dim}_{\mathbb{Q}_{p}} V, t_{H}\left(V^{\prime}\right)=b t_{H}(V)-a d
$$

Choose $a$ and $b$ in such a way that $t_{H}\left(V^{\prime}\right)=0$. Apply Proposition A' $(\mathrm{h})$, then $V^{\prime}$ is potentially semi-stable. Thus

$$
V^{\prime} \otimes_{\mathbb{Q}_{p^{s}}} V_{(s)}^{-a}=V \otimes_{\mathbb{Q}_{p^{r}}} \mathbb{Q}_{p^{s}} \supset V
$$

is also potentially semi-stable.
Exercise 7.36. (1). Define the notion of reduced dimension for a filtered $(\varphi, N)$-module.
(2). State Proposition $\mathrm{B}^{\prime}(\mathrm{h})$, Proposition B(h), and prove that $\mathrm{B}^{\prime}(\mathrm{h})$ implies $\mathrm{B}(\mathrm{h})$. (Hint: Use $D\left(V_{(s)}\right.$ instead of $\left.V_{(s)}\right)$.

## Last step:

Let $r, h \in \mathbb{N}^{*}$.
Proposition $\boldsymbol{A}(\boldsymbol{f})$. Let $V$ be a $\mathbb{Q}_{p^{r}}$ de Rham representation of dimension $h$ with $t_{H}=0$, then $V$ is potentially semi-stable.

Proposition $\boldsymbol{B}(\boldsymbol{f})$. Let $\Delta$ be an admissible filtered $\left(\varphi^{r}, N\right)$-module over $K_{0}$, $\operatorname{dim}_{K_{0}}=h, D$ be the associated filtered $(\varphi, N)$-module with $t_{H}=0$. Then

$$
\operatorname{dim}_{\mathbb{Q}_{p} r} \mathbf{D}_{\text {st }}(V)=h
$$

Proof (Sketch of Proof). We prove it by induction on $h$. Suppose it is known for ( $r^{\prime}, h^{\prime}$ ) with $h^{\prime}<h$ and $r^{\prime}$ arbitrary, we want to prove it is OK for $(r, h)$. By induction, we may assume the result is known for $V^{\prime}$ or $D^{\prime}$ with the same $(r, h), t_{H}=0$ but $P_{H}\left(V^{\prime}\right)$ or $P_{H}\left(D^{\prime}\right)$ is strictly above $P_{H}\left(>P_{H}\right)$.

The initial step is known.
Idea of the proof: For $V$, we want to find $V^{\prime}, V^{\prime} \subset B_{e} \otimes_{\mathbb{Q}_{p}} V \subset B_{\text {st }} \otimes_{\mathbb{Q}_{p}} V$, such that
(i) $B_{e} \otimes_{\mathbb{Q}_{p}} V^{\prime} \xrightarrow{\sim} B_{e} \otimes_{\mathbb{Q}_{p}} V$ is an isomorphism;
(ii) $V^{\prime}$ is de Rham with $t_{H}=0$ and $P_{H}\left(V^{\prime}\right)>P_{H}(V)$.

Then it is OK. As $B_{\text {st }} \otimes_{\mathbb{Q}_{p}} V^{\prime}=B_{\text {st }} \otimes_{\mathbb{Q}_{p}} V$ implies that

$$
\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V^{\prime}\right)^{G_{K}}=\left(B_{\mathrm{st}} \otimes_{\mathbb{Q}_{p}} V\right)^{G_{K}}
$$

hence $\mathbf{D}_{\text {st }}\left(V^{\prime}\right)=\mathbf{D}_{\text {st }}(V)$.
For Proposition $B_{f}$ : We have $D$ and $\Delta$, we want to construct $D^{\prime}$ and $\Delta^{\prime}$. Take $D^{\prime}=D$ as a $(\varphi, N)$-module, then $D_{K}^{\prime}=D_{K}$. Change the filtration a little bit. Construct $V^{\prime}$ for $D^{\prime}$ and $V \subset B_{e} \otimes_{\mathbb{Q}_{p}} V^{\prime}$. Recall $U=\left\{u \in B_{\text {cris }}^{+} \mid \varphi u=\right.$ $p u\}$ and the exact sequence:

$$
0 \rightarrow \mathbb{Q}_{p}(1) \rightarrow U \rightarrow C \rightarrow 0
$$

Choose $t \in \mathbb{Q}_{p}(1) \subset B_{\text {cris }}^{+}$such that $\varphi t=p t$. Then

$$
U(-1)=\left\{\left.\frac{u}{t} \right\rvert\, u \in U\right\} \subset B_{\text {cris }}
$$

and we have the exact sequence

$$
0 \rightarrow \mathbb{Q}_{p} \rightarrow U(-1) \rightarrow C(-1) \rightarrow 0
$$

Tensor $V$ over $\mathbb{Q}_{p}$, we get the following exact sequence

$$
0 \rightarrow V \rightarrow U(-1) \otimes_{\mathbb{Q}_{p}} V \rightarrow C(-1) \otimes_{\mathbb{Q}_{p}} V \rightarrow 0
$$

Looks for $V^{\prime} \subset U(-1) \otimes_{\mathbb{Q}_{p}} V \subset B_{e} \otimes_{\mathbb{Q}_{p}} V$.

## Preliminary

## A. 1 Inverse limits and Galois theory

## A.1.1 Inverse limits.

In this subsection, we always assume that $\mathscr{A}$ is an abelian category with infinite products. In particular, one can let $\mathscr{A}$ be the category of sets, of (topological) groups, of (topological) rings, of left (topological) module over a ring $A$.

Definition A.1. A partially ordered set I is called a directed set if for any $i, j \in I$, there exists $k \in I$ such that $i \leq k$ and $j \leq k$.

Definition A.2. Let $I$ be a directed set. Let $\left(A_{i}\right)_{i \in I}$ be a family of objects in $\mathscr{A}$. This family is called an inverse system(or a projective system) of $\mathscr{A}$ over the index set $I$ if for every pair $i \leq j \in I$, there exists a morphism $\varphi_{j i}: A_{j} \rightarrow A_{i}$ such that the following two conditions are satisfied:
(1). $\varphi_{i i}=\mathrm{Id}$;
(2). For every $i \leq j \leq k, \varphi_{k i}=\varphi_{j i} \varphi_{k j}$.

Definition A.3. The inverse limit(or projective limit) of a given inverse system $A_{\bullet}=\left(A_{i}\right)$ is defined to be an object in $\mathscr{A}$

$$
A=\lim _{i \in I} A_{i}=\left\{\left(a_{i}\right) \in \prod_{i \in I} A_{i}: \varphi_{j i}\left(a_{j}\right)=a_{i} \text { for every pair } i \leq j\right\}
$$

such that the natural projection $\varphi_{i}: A \rightarrow A_{i}, a=\left(a_{j}\right)_{j \in I} \mapsto a_{i}$ is a morphism for each $i \in I$.

Remark A.4. One doesn't need the set $I$ to be a directed set but only to be a partially ordered set to define an inverse system. For example, let $I$ be a set with trivial ordering, i.e. $i \leq j$ if and only if $i=j$, then $\lim _{\overleftarrow{i \in I}} A_{i}=\prod_{i \in I} A_{i}$.
However, this condition is usually satisfied and often needed in application.

By the inverse system condition, one can see immediately $\varphi_{i}=\varphi_{j i} \varphi_{j}$ for every pair $i \leq j$. Actually, $A$ is the solution of the universal problem:

Proposition A.5. Let $\left(A_{i}\right)$ be an inverse system in $\mathscr{A}$, $A$ be its inverse limit and $B$ be an object in $\mathscr{A}$. If there exist morphisms $f_{i}: B \rightarrow A_{i}$ for all $i \in I$ such that for every pair $i \leq j, f_{i}=\varphi_{j i} \circ f_{j}$, then there exists a unique morphism $f: B \rightarrow A$ such that $f_{j}=\varphi_{j} \circ f$.

Proof. This is an easy exercise.
By definition, if $\mathscr{A}$ is the category of topological spaces, i.e., if $X_{i}$ is a topological space for every $i \in I$ and $\varphi_{i j}$ 's are continuous maps, then $X=$ ${\underset{\dddot{i m}}{i \in I}} X_{i}$ is a topological space equipped with a natural topology, the weakest topology such that all the $\varphi_{i}$ 's are continuous. Recall that the product topology of the topological space $\prod_{i \in I} X_{i}$ is the weakest topology such that the projection $\operatorname{pr}_{j}: \prod_{i \in I} X_{i} \rightarrow X_{j}$ is continuous for every $j \in I$. Thus the natural topology of $X$ is the topology induced as a closed subset of $\prod_{i \in I} X_{i}$ with the product topology.

For example, if each $X_{i}$ is given the discrete topology, then $X$ is associated with the topology of the inverse limit of discrete topological spaces. In particular, if each $X_{i}$ is a finite set with discrete topology, then we will get a profinite set (inverse limit of finite sets). In this case, as $\lim _{\longleftarrow} X_{i} \subset \prod_{i \in I} X_{i}$ is closed, and $\prod_{i \in I} X_{i}$ is compact, therefore $\lim _{\rightleftarrows} X_{i}$ is compact. Easily one can see that $\lim X_{i}$ is also totally disconnected.

If moreover, each $X_{i}$ is a (topological) group and if the $\varphi_{i j}$ 's are (continuous) homomorphisms of groups, then $\lim _{\longleftarrow} X_{i}$ is a group with $\varphi_{i}: \lim _{\longleftarrow} X_{j} \rightarrow X_{i}$ a (continuous) homomorphism of groups.

If the $X_{i}$ 's are finite groups with discrete topology, we get a profinite group for the inverse limit in this case. Thus a profinite group is always compact and totally disconnected. As a consequence, all open subgroups of a profinite group are closed, and a closed subgroup is open if and only if it is of finite index.

Example A.6. (1) For the set of positive integers $\mathbb{N}^{*}$, we define an ordering $n \leq m$ if $n \mid m$. For the inverse system $(\mathbb{Z} / n \mathbb{Z})_{n \in \mathbb{N}^{*}}$ of finite rings where the transition map $\varphi_{m n}$ is the natural projection, the inverse limit is

$$
\widehat{\mathbb{Z}}=\lim _{n \in \mathbb{N}^{*}} \mathbb{Z} / n \mathbb{Z}
$$

(2) Let $\ell$ be a prime number, for the sub-index set $\left\{\ell^{n}: n \in \mathbb{N}\right\}$ of $\mathbb{N}^{*}$,

$$
\mathbb{Z}_{\ell}=\lim _{\check{n \in \mathbb{N}}} \mathbb{Z} / \ell^{n} \mathbb{Z}
$$

is the ring of $\ell$-adic integers. The ring $\mathbb{Z}_{\ell}$ is a complete discrete valuation ring with the maximal ideal generated by $\ell$, the residue field $\mathbb{Z} / \ell \mathbb{Z}=\mathbb{F}_{l}$, and the fraction field

$$
\mathbb{Q}_{\ell}=\mathbb{Z}_{\ell}\left[\frac{1}{\ell}\right]=\bigcup_{m=0}^{\infty} \ell^{-m} \mathbb{Z}_{\ell}
$$

being the field of $\ell$-adic numbers.
If $N \geq 1$, let $N=\ell_{1}^{r_{1}} \ell_{2}^{r_{2}} \cdots \ell_{h}^{r_{h}}$ be its primary factorization. Then the isomorphism

$$
\mathbb{Z} / N \mathbb{Z} \simeq \prod_{i=1}^{h} \mathbb{Z} / \ell_{i}^{r_{i}} \mathbb{Z}
$$

induces an isomorphism of topological rings

$$
\widehat{\mathbb{Z}} \simeq \prod_{\ell \text { prime number }} \mathbb{Z}_{\ell}
$$

## A.1.2 Galois theory.

Let $K$ be a field and $L$ be a (finite or infinite) Galois extension of $K$. The Galois group $\operatorname{Gal}(L / K)$ is the group of the $K$-automorphisms of $L$, i.e.,

$$
\operatorname{Gal}(L / K)=\{g: L \xrightarrow{\sim} L, g(\gamma)=\gamma \text { for all } \gamma \in K\} .
$$

Denote by $\mathcal{E}$ the set of finite Galois extensions of $K$ contained in $L$ and order this set by inclusion, then for any pair $E, F \in \mathcal{E}$, one has $E F \in \mathcal{E}$ and $E, F \subset E F$, thus $\mathcal{E}$ is in fact a directed set and $L=\bigcup_{E \in \mathcal{E}} E$. As a result, we can study the inverse limits of objects over this directed set. For the Galois groups, by definition,

$$
\gamma=\left(\gamma_{E}\right) \in \varliminf_{E \in \mathcal{E}}^{\lim } \operatorname{Gal}(E / K) \text { if and only if }\left(\gamma_{F}\right)_{E}=\gamma_{E} \text { for } E \subset F \in \mathcal{E}
$$

Galois theory tells us that the following restriction map is an isomorphism

$$
\begin{aligned}
\operatorname{Gal}(L / K) & \xrightarrow{\sim} \lim _{\overleftarrow{E \in \mathcal{E}}} \operatorname{Gal}(E / K) \\
g & \longmapsto\left(\left.g\right|_{E}\right):\left.g\right|_{E} \text { the restriction of } g \text { in } E .
\end{aligned}
$$

From now on, we identify the two groups through the above isomorphism. Put the topology of the inverse limit with the discrete topology on each $\operatorname{Gal}(E / K)$, the group $G=\operatorname{Gal}(L / K)$ is then a profinite group, equipped with a compact and totally disconnected topology, which is called the Krull topology. We have

Theorem A. 7 (Fundamental Theorem of Galois Theory). There is a one-one correspondence between intermediate field extensions $K \subset K^{\prime} \subset L$
and closed subgroups $H$ of $\operatorname{Gal}(L / K)$ given by $K^{\prime} \rightarrow \operatorname{Gal}\left(L / K^{\prime}\right)$ and $H \rightarrow L^{H}$ where $L^{H}=\{x \in L \mid g(x)=x$ for all $g \in H\}$ is the invariant field of $H$.

Moreover, the above correspondence gives one-one correspondences between finite extensions (resp. finite Galois extensions, Galois extensions) of $K$ contained in $L$ and open subgroups (resp. open normal subgroups, closed normal subgroups) of $\operatorname{Gal}(L / K)$.

Remark A.8. (1) Given an element $g$ and a sequence $\left(g_{n}\right)_{n \in \mathbb{N}}$ of $\operatorname{Gal}(L / K)$, the sequence $\left(g_{n}\right)_{n \in \mathbb{N}}$ converges to $g$ if and only if for all $E \in \mathcal{E}$, there exists $n_{E} \in \mathbb{N}$ such that if $n \geq n_{E}$, then $\left.g_{n}\right|_{E}=\left.g\right|_{E}$.
(2) The open normal subgroups of $G$ are the $\operatorname{groups} \operatorname{Gal}(L / E)$ for $E \in \mathcal{E}$, and there is an exact sequence

$$
1 \longrightarrow \operatorname{Gal}(L / E) \longrightarrow \operatorname{Gal}(L / K) \longrightarrow \operatorname{Gal}(E / K) \longrightarrow 1
$$

(3) A subgroup of $G$ is open if and only if it contains an open normal subgroup. That is, for any subset $X$ of $G, X$ is an open subgroup if and only if for all $x \in X$, there exists an open normal subgroup $H_{x}$ such that $x H_{x} \in X$.
(4) If $H$ is a subgroup of $\operatorname{Gal}(L / K)$, then $L^{H}=L^{\bar{H}}$ with $\bar{H}$ being the closure of $H$ in $\operatorname{Gal}(L / K)$.

We first give an easy example:
Example A.9. Let $K$ be a finite field with $q$ elements, and let $\bar{K}$ be an algebraic closure of $K$ with Galois group $G=\operatorname{Gal}(\bar{K} / K)$.

For each $n \in \mathbb{N}, n \geq 1$, there exists a unique extension $K_{n}$ of degree $n$ of $K$ contained in $K^{s}$. The extension $K_{n} / K$ is cyclic with Galois group $\operatorname{Gal}\left(K_{n} / K\right) \simeq \mathbb{Z} / n \mathbb{Z}=\left\langle\varphi_{n}\right\rangle$ where $\varphi_{n}=\left(x \mapsto x^{q}\right)$ is the arithmetic Frobenius of $\operatorname{Gal}\left(K_{n} / K\right)$. We have the following diagram


Thus the Galois group $G \simeq \widehat{\mathbb{Z}}$ is topologically generated by $\varphi \in G: \varphi(x)=x^{q}$ for $x \in K^{s}$, i.e. with obvious notations, any elements of $G$ can be written uniquely as $g=\varphi^{a}$ with $a \in \widehat{\mathbb{Z}} . \varphi$ is called the arithmetic Frobenius and $\varphi^{-1}$ is called the geometric Frobenius of $G$.

In the case $K=\mathbb{Q}$, let $\overline{\mathbb{Q}}$ be an algebraic closure of $\mathbb{Q}$, and let $G_{\mathbb{Q}}=$ $\operatorname{Gal}(\overline{\mathbb{Q}} / \mathbb{Q})$.

The structure of $G_{\mathbb{Q}}$ is far from being completely understood. An open question is: Let $J$ be a finite groups. Is it true that there exists a finite Galois extension of $\mathbb{Q}$ whose Galois group is isomorphic to $J$ ? There are cases where the answer is known(eg. $J$ is abelian, $J=S_{n}, J=A_{n}$, etc).

For each place $p$ of $\mathbb{Q}($ a prime number or $\infty)$, let $\overline{\mathbb{Q}}_{p}$ be a chosen algebraic closure of the $p$-adic completion $\mathbb{Q}_{p}$ of $\mathbb{Q}$ (for $p=\infty$, we let $\mathbb{Q}_{p}=\mathbb{R}$ and $\left.\overline{\mathbb{Q}}_{p}=\mathbb{C}\right)$. Choose for each $p$ an embedding $\sigma_{p}: \overline{\mathbb{Q}}^{\hookrightarrow} \overline{\mathbb{Q}}_{p}$. From the diagram

one can identify $G_{p}=\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right)$ to a closed subgroup of $G_{\mathbb{Q}}$, called the decomposition subgroup of $G$ at $p$. To study $G_{\mathbb{Q}}$, it is necessary and important to know properties about each $G_{p}$.

This phenomenon is not unique. There is a generalization of the above to number fields, i.e., a finite extension of $\mathbb{Q}$, whose completions are finite extensions of $\mathbb{Q}_{p}$. There is also an analogue for global function fields, i.e., finite extensions of $k(x)$ with $k$ a finite field, whose completions are of the type $k^{\prime}((y))$, where $k^{\prime}$ is a finite extension of $k$. As a consequence, we are led to study the properties of local fields.

## A. 2 Witt vectors and complete discrete valuation rings

## A.2.1 Nonarchimedean fields and local fields.

First let us recall the definition of valuation.
Definition A.10. Let $A$ be a ring. If $v: A \rightarrow \mathbb{R} \cup\{+\infty\}$ is a function such that
(1) $v(a)=+\infty$ if and only if $a=0$,
(2) $v(a b)=v(a)+v(b)$,
(3) $v(a+b) \geq \min \{v(a), v(b)\}$,
and if there exists $a \in A$ such that $v(a) \notin\{0,+\infty\}$, then $v$ is called a (nontrivial) valuation on $A$. If $v(A)$ is a discrete subset of $\mathbb{R}, v$ is called a discrete valuation.

The above definition of valuation is usually called a valuation of height 1 .
For a ring $A$ with a valuation $v$, one can always define a topology to $A$ with a neighborhood basis of 0 given by $\{x: v(x)>n\}$, then $A$ becomes a topological ring. The valuation $v$ on $A$ defines an absolute value: $|a|=e^{-v(a)}$. For any $a \in A$, then

$$
a \text { is small } \Leftrightarrow|a| \text { is small } \Leftrightarrow v(a) \text { is big. }
$$

If $v_{1}$ and $v_{2}$ are valuations on $A$, then $v_{1}$ and $v_{2}$ are equivalent if there exists $r \in \mathbb{R}, r>0$, such that $v_{2}(a)=r v_{1}(a)$ for any $a \in A$. Thus $v_{1}$ and $v_{2}$ are equivalent if and only if the induced topologies in $A$ are equivalent.

If $A$ is a ring with a valuation $v$, then $A$ is always a domain: if $a b=0$ but $b \neq 0$, then $v(b)<+\infty$ and $v(a)=v(a b)-v(b)=+\infty$, hence $a=0$. Let $K$ be the fraction field of $A$, we may extend the valuation to $K$ by $v(a / b)=$ $v(a)-v(b)$. Then the ring of valuations (often called the ring of integers)

$$
\begin{equation*}
\mathcal{O}_{K}=\{a \in K \mid v(a) \geq 0\} \tag{A.1}
\end{equation*}
$$

is a local ring, with the maximal ideal $\mathfrak{m}_{K}$ given by

$$
\begin{equation*}
\mathfrak{m}_{K}=\{a \in K \mid v(a)>0\} \tag{A.2}
\end{equation*}
$$

and $k_{K}=\mathcal{O}_{K} / \mathfrak{m}_{K}$ being the residue field.
Definition A.11. A field $K$ with a valuation $v$ is called $a$ valuation field.
A valuation field is nonarchimedean: the absolute value || defines a metric on $K$, which is ultrametric, since $|a+b| \leq \max (|a|,|b|)$. Let $\widehat{K}$ denote the completion of $K$ of the valuation $v$. Choose $\pi \in \mathcal{O}_{K}, \pi \neq 0$, and $v(\pi)>0$, let

$$
\mathcal{O}_{\widehat{K}}=\lim _{\longleftarrow} \mathcal{O}_{K} /\left(\pi^{m}\right)
$$

Then $\mathcal{O}_{\widehat{K}}$ is again a domain and $\widehat{K}=\mathcal{O}_{\widehat{K}}[1 / \pi]$.
Remark A.12. The ring $\mathcal{O}_{\widehat{K}}$ does not depend on the choice of $\pi$. Indeed, if $v(\pi)=r>0, v\left(\pi^{\prime}\right)=s>0$, for any $n \in \mathbb{N}$, there exists $m_{n} \in \mathbb{N}$, such that $\pi^{m_{n}} \in \pi^{\prime n} \mathcal{O}_{K}$, so

$$
\lim _{\leftrightarrows} \mathcal{O}_{K} /\left(\pi^{m}\right) \xrightarrow{\sim} \underset{\leftrightarrows}{\lim } \mathcal{O}_{K} /\left(\pi^{\prime n}\right)
$$

Definition A.13. A field complete with respect to a valuation $v$ is called $a$ complete nonarchimedean field.

We quote the following well-known result of valuation theory:
Proposition A.14. If $F$ is a complete nonarchimedean field with a valuation $v$, and $F^{\prime}$ is any algebraic extension of $F$, then there is a unique valuation $v^{\prime}$ on $F^{\prime}$ such that $v^{\prime}(x)=v(x)$, for any $x \in F$. Moreover, $F^{\prime}$ is complete if and only if $F^{\prime} / F$ is finite. If $\alpha, \alpha^{\prime} \in F^{\prime}$ are conjugate, then $v(\alpha)=v\left(\alpha^{\prime}\right)$.

Remark A.15. By abuse of notations, we will set the extended valuation $v^{\prime}=$ $v$.

Let $F$ be a complete field with respect to a discrete valuation, let $F^{\prime}$ be any algebraic extension of $F$. We denote by $v_{F}$ the unique valuation of $F^{\prime}$ extending the given valuation of $F$ such that $v_{F}\left(F^{*}\right)=\mathbb{Z} . v_{F}$ is called the normalized valuation of $F$.

If $F$ is a field with a valuation, for any $a \in \mathfrak{m}_{F}, a \neq 0$, let $v_{a}$ denote the unique valuation of $F$ equivalent to the given valuation such that $v_{a}(a)=1$.

Definition A.16. A local field is a complete discrete valuation field whose residue field is perfect of characteristic $p>0$. Thus a local field is always a complete nonarchimedean field.

A p-adic field is a local field of characteristic 0.
Example A.17. A finite extension of $\mathbb{Q}_{p}$ is a $p$-adic field. In fact, it is the only $p$-adic field whose residue field is finite.

Let $K$ be a local field with the normalized valuation and perfect residue field $k$, char $k=p>0$. Let $\pi$ be a uniformizing parameter of $K$. Then $v_{K}(\pi)=1$ and $\mathfrak{m}_{K}=(\pi)$. One has an isomorphism

$$
\mathcal{O}_{K} \xrightarrow{\sim}{\underset{n}{\leftrightarrows}}_{\lim }^{\mathcal{O}_{K}} / \mathfrak{m}_{K}^{n}=\lim _{n} \mathcal{O}_{K} /\left(\pi^{n}\right)
$$

the topology defined by the valuation for $\mathcal{O}_{K}$ is the same as the topology of the inverse limit with the discrete topology in each $\mathcal{O}_{K} / \mathfrak{m}_{K}^{n}$. Thus we have the following propositions:

Proposition A.18. The local field $K$ is locally compact (equivalently, $\mathcal{O}_{K}$ is compact) if and only if the residue field $k$ is finite.

Proposition A.19. Let $S$ be a set of representatives of $k$ in $\mathcal{O}_{K}$. Then every element $x \in \mathcal{O}_{K}$ can be uniquely written as

$$
\begin{equation*}
x=\sum_{\substack{i \geq 0 \\ s_{i} \in S}} s_{i} \pi^{i} \tag{A.3}
\end{equation*}
$$

and $x \in K$ can be uniquely written as

$$
\begin{equation*}
x=\sum_{\substack{i \geq-n \\ s_{i} \in S}} s_{i} \pi^{i} \tag{A.4}
\end{equation*}
$$

As $p \in \mathfrak{m}_{K}$, by the binomial theorem, for $a, b \in \mathcal{O}_{K}$, we have the following fact:

$$
\begin{equation*}
a \equiv b \bmod \mathfrak{m}_{K} \quad \Longrightarrow \quad a^{p^{n}} \equiv b^{p^{n}} \bmod \mathfrak{m}_{K}^{n+1} \text { for } n \geq 0 \tag{A.5}
\end{equation*}
$$

Proposition A.20. For the natural map $\mathcal{O}_{K} \rightarrow k$, there is a natural section $r: k \rightarrow \mathcal{O}_{K}$ which is unique and multiplicative.
Proof. Let $a \in k$. For any $n \in \mathbb{N}$, there exists a unique $a_{n} \in k$ such that $a_{n}^{p^{n}}=a, a_{n+1}^{p}=a_{n}$. Let $\widehat{a}_{n}$ be a lifting of $a_{n}$ in $\mathcal{O}_{K}$.

By (A.5), $\widehat{a}_{n+1}^{p} \equiv \widehat{a}_{n} \bmod \mathfrak{m}_{K}$ implies that $\widehat{a}_{n+1}^{p^{n+1}} \equiv \widehat{a}_{n}^{p^{n}} \bmod \mathfrak{m}_{K}^{n+1}$. Therefore $r(a):=\lim _{n \rightarrow \infty} \widehat{a}_{n}^{p^{n}}$ exists. By (A.5) again, $r(a)$ is found to be independent of the choice of the liftings of the $\widehat{a}_{n}$ 's. It is easy to check that $r$ is a section of $\rho$ and is multiplicative. Moreover, if $t$ is another section, we can always choose $\widehat{a}_{n}=t\left(a_{n}\right)$, then

$$
r(a)=\lim _{n \rightarrow \infty} \widehat{a}_{n}^{p^{n}}=\lim _{n \rightarrow \infty} t\left(a_{n}\right)^{p^{n}}=t(a)
$$

hence the uniqueness follows.

Remark A.21. This element $r(a)$ is usually called the Teichmüller representative of $a$, often denoted as $[a]$.

If $\operatorname{char}(K)=p$, then $r(a+b)=r(a)+r(b)$ since $\left(\widehat{a}_{n}+\widehat{b}_{n}\right)^{p^{n}}=\widehat{a}_{n}^{p^{n}}+\widehat{b}_{n}^{p^{n}}$. Thus $r: k \rightarrow \mathcal{O}_{K}$ is a homomorphism of rings. We can use it to identify $k$ with a subfield of $\mathcal{O}_{K}$. Then

Theorem A.22. If $K$ is a local field of characteristic $p$, then

$$
\mathcal{O}_{K}=k[[\pi]], \quad K=k((\pi))
$$

Remark A.23. This theorem is true for $K$ with residue field $k$ of equal characteristic. See Serre [Ser80], Chap. II for the proof.

If $K$ is a $p$-adic field, $\operatorname{char}(K)=0$, then $r(a+b) \neq r(a)+r(b)$ in general. Witt vectors are useful to describe this situation.

## A.2. 2 Witt vectors.

Let $p$ be a prime number, $A$ be a commutative ring. Let $X_{i}, Y_{i}, i \in \mathbb{N}$ be indeterminates and let

$$
A[\underline{X}, \underline{Y}]=A\left[X_{0}, X_{1}, \cdots, X_{n}, \cdots ; Y_{0}, Y_{1}, \cdots, Y_{n}, \cdots\right]
$$

Lemma A.24. For all $\Phi \in \mathbb{Z}[X, Y]$, there exists a unique sequence $\left\{\Phi_{n}\right\}_{n \in \mathbb{N}}$ in $\mathbb{Z}[\underline{X}, \underline{Y}]$ such that

$$
\begin{align*}
& \Phi\left(X_{0}^{p^{n}}+p X_{1}^{p^{n-1}}+\cdots+p^{n} X_{n}, Y_{0}^{p^{n}}+Y_{1}^{p^{n-1}}+\cdots+p^{n} Y_{n}\right)  \tag{A.6}\\
= & \left(\Phi_{0}(\underline{X}, \underline{Y})\right)^{p^{n}}+p\left(\Phi_{1}(\underline{X}, \underline{Y})\right)^{p^{n-1}}+\cdots+p^{n} \Phi_{n}(\underline{X}, \underline{Y}) .
\end{align*}
$$

Moreover,

$$
\Phi_{n} \in \mathbb{Z}\left[X_{0}, X_{1}, \cdots, X_{n} ; Y_{0}, Y_{1}, \cdots, Y_{n}\right]
$$

Proof. First we work in $\mathbb{Z}\left[\frac{1}{p}\right][\underline{X}, \underline{Y}]$. Set $\Phi_{0}(\underline{X}, \underline{Y})=\Phi\left(X_{0}, Y_{0}\right)$ and define $\Phi_{n}$ inductively by

$$
\Phi_{n}(\underline{X}, \underline{Y})=\frac{1}{p^{n}}\left(\Phi\left(\sum_{i=0}^{n} p^{i} X_{i}^{p^{n-i}}, \sum_{i=0}^{n} p^{i} Y_{i}^{p^{n-i}}\right)-\sum_{i=0}^{n-1} p^{i} \Phi_{i}(\underline{X}, \underline{Y})^{p^{n-i}}\right)
$$

Clearly $\Phi_{n}$ exists, is unique in $\mathbb{Z}\left[\frac{1}{p}\right][\underline{X}, \underline{Y}]$, and is in $\mathbb{Z}\left[\frac{1}{p}\right]\left[X_{0}, \cdots, X_{n} ; Y_{0}, \cdots, Y_{n}\right]$. We only need to prove that $\Phi_{n}$ has coefficients in $\mathbb{Z}$.

This is done by induction on $n$. For $n=0, \Phi_{0}$ certainly has coefficients in $\mathbb{Z}$. Assuming $\Phi_{i}$ has coefficients in $\mathbb{Z}$ for $i \leq n$, to show $\Phi_{n+1}$ has coefficients in $\mathbb{Z}$, we need to prove that

$$
\begin{aligned}
& \Phi\left(X_{0}^{p^{n}}+\cdots+p^{n} X_{n} ; Y_{0}^{p^{n}}+\cdots+p^{n} Y_{n}\right) \\
\equiv & \Phi_{0}(\underline{X}, \underline{Y})^{p^{n}}+p \Phi_{1}(\underline{X}, \underline{Y})^{p^{n-1}}+\cdots+p^{n-1} \Phi_{n-1}(\underline{X}, \underline{Y})^{p} \bmod p^{n}
\end{aligned}
$$

It is verified that

$$
\begin{aligned}
L H S & \equiv \Phi\left(X_{0}^{p^{n}}+\cdots+p^{n-1} X_{n-1}^{p} ; Y_{0}^{p^{n}}+\cdots+p^{n-1} Y_{n-1}^{p}\right) \bmod p^{n} \\
& \equiv \Phi_{0}\left(\underline{X}^{p}, \underline{Y}^{p}\right)^{p^{n-1}}+p \Phi_{1}\left(\underline{X}^{p}, \underline{Y}^{p}\right)^{p^{n-2}}+\cdots+p^{n-1} \Phi_{n-1}\left(\underline{X}^{p}, \underline{Y}^{p}\right) \bmod p^{n}
\end{aligned}
$$

By induction, $\Phi_{i}(\underline{X}, \underline{Y}) \in \mathbb{Z}[\underline{X}, \underline{Y}]$, hence $\Phi_{i}\left(\underline{X}^{p}, \underline{Y}^{p}\right) \equiv\left(\Phi_{i}(\underline{X}, \underline{Y})\right)^{p} \bmod p$, and

$$
p^{i} \Phi_{i}\left(\underline{X}^{p}, \underline{Y}^{p}\right)^{p^{n-1-i}} \equiv p^{i} \cdot \Phi_{i}(\underline{X}, \underline{Y})^{p^{n-i}} \bmod p^{n} .
$$

Putting all these congruences together, we get the lemma.
Remark A.25. The polynomials $W_{n}=\sum_{i=0}^{n} p^{i} X_{i}^{p^{n-i}}, n \in \mathbb{N}$, are called the Witt polynomials for the sequence $\left(X_{0}, \cdots, X_{n}, \cdots\right)$. One can easily see that $X_{n} \in$ $\mathbb{Z}\left[p^{-1}\right]\left[W_{0}, \cdots, W_{n}\right]$ for each $n$.

For $n \geq 1$, let $W_{n}(A)=A^{n}$ as a set. Applying the above lemma, if $\Phi=$ $X+Y$, we set $S_{i}:=\Phi_{i} \in \mathbb{Z}\left[X_{0}, X_{1}, \cdots, X_{i} ; Y_{0}, Y_{1}, \cdots, Y_{i}\right]$; if $\Phi=X Y$, we set $P_{i}:=\Phi_{i} \in \mathbb{Z}\left[X_{0}, X_{1}, \cdots, X_{i} ; Y_{0}, Y_{1}, \cdots, Y_{i}\right]$.

For two vectors $a=\left(a_{0}, a_{1}, \cdots, a_{n-1}\right), b=\left(b_{0}, b_{1}, \cdots, b_{n-1}\right) \in W_{n}(A)$, put

$$
a+b=\left(s_{0}, s_{1}, \cdots, s_{n-1}\right), \quad a \cdot b=\left(p_{0}, p_{1}, \cdots, p_{n-1}\right)
$$

where

$$
s_{i}=S_{i}\left(a_{0}, a_{1}, \cdots, a_{i} ; b_{0}, b_{1}, \cdots, b_{i}\right), \quad p_{i}=P_{i}\left(a_{0}, a_{1}, \cdots, a_{i} ; b_{0}, b_{1}, \cdots, b_{i}\right)
$$

Remark A.26. It is clear that

$$
\begin{equation*}
S_{0}=X_{0}+Y_{0}, P_{0}=X_{0} Y_{0} \tag{A.7}
\end{equation*}
$$

From $\left(X_{0}+Y_{0}\right)^{p}+p S_{1}=X_{0}^{p}+p X_{1}+Y_{0}^{p}+p Y_{1}$, we get

$$
\begin{equation*}
S_{1}=X_{1}+Y_{1}-\sum_{i=1}^{p-1} \frac{1}{p}\binom{p}{i} X_{0}^{i} Y_{0}^{p-i} \tag{A.8}
\end{equation*}
$$

Also from $\left(X_{0}^{p}+p X_{1}\right)\left(Y_{0}^{p}+p Y_{1}\right)=X_{0}^{p} Y_{0}^{p}+p P_{1}$, we get

$$
\begin{equation*}
P_{1}=X_{1} Y_{0}^{p}+X_{0}^{p} Y_{1}+p X_{1} Y_{1} \tag{A.9}
\end{equation*}
$$

But for general $n$, it is too complicated to write down $S_{n}$ and $P_{n}$ explicitly.
Consider the map

$$
\begin{array}{cl}
W_{n}(A) & \stackrel{\rho}{\longmapsto} A^{n} \\
\left(a_{0}, a_{1}, \cdots, a_{n-1}\right) & \longmapsto\left(w_{0}, w_{1}, \cdots, w_{n-1}\right)
\end{array}
$$

where $w_{i}=W_{i}(a)=a_{0}^{p^{i}}+p a_{1}^{p^{i-1}}+\cdots+p^{i} a_{i}$. Then

$$
w_{i}(a+b)=w_{i}(a)+w_{i}(b) \quad \text { and } \quad w_{i}(a b)=w_{i}(a) w_{i}(b)
$$

We notice the following facts:
(1) If $p$ is invertible in $A, \rho$ is bijective and therefore $W_{n}(A)$ is a ring isomorphic to $A^{n}$.
(2) If $A$ has no $p$-torsion, by the injection $A \hookrightarrow A\left[\frac{1}{p}\right]$, then $W_{n}(A) \subset$ $W_{n}\left(A\left[\frac{1}{p}\right]\right)$. Thus $W_{n}(A)$ is a subring with the identity $1=(1,0,0, \cdots)$, as $a, b \in W_{n}(A)$ implies that $a-b \in W_{n}(A)$, when applying Lemma A. 24 to $\Phi=X-Y$.
(3) In general, any commutative ring can be written as $A=R / I$ with $R$ having no $p$-torsion. Then $W_{n}(R)$ is a ring, and

$$
W_{n}(I)=\left\{\left(a_{0}, a_{1}, \cdots, a_{n}\right) \mid a_{i} \in I\right\}
$$

is an ideal of $W_{n}(R)$. Then $W_{n}(R / I)$ is the quotient of $W_{n}(R)$ by $W_{n}(I)$, again a ring itself.

For the sequence of rings $W_{n}(A)$, consider the maps

$$
\begin{aligned}
W_{n+1}(A) & \longrightarrow W_{n}(A) \\
\left(a_{0}, a_{1}, \cdots, a_{n}\right) & \longmapsto\left(a_{0}, a_{1}, \cdots, a_{n-1}\right) .
\end{aligned}
$$

This is a surjective homomorphism of rings for each $n$. Define

$$
W(A)={\underset{n \in \mathbb{N}^{*}}{ }}_{\lim _{n}} W_{n}(A)
$$

Put the topology of the inverse limit with the discrete topology on each $W_{n}(A)$, then $W(A)$ can be viewed as a topological ring. The elements in $W(A)$ can be written as $\left(a_{0}, a_{1}, \cdots, a_{i}, \cdots\right)$.

Definition A.27. The ring $W_{n}(A)$ is called the ring of Witt vectors of length $n$ of $A$, an element of it is called $a$ Witt vector of length $n$.

The ring $W(A)$ is called the ring of Witt vectors of $A$ (of infinite length), an element of it is called $a$ Witt vector.

By construction, $W(A)$ as a set is isomorphic to $A^{\mathbb{N}}$. For two Witt vectors $a=\left(a_{0}, a_{1}, \cdots, a_{n}, \cdots\right), b=\left(b_{0}, b_{1}, \cdots, b_{n}, \cdots\right) \in W(A)$, the addition and multiplication laws are given by

$$
a+b=\left(s_{0}, s_{1}, \cdots, s_{n}, \cdots\right), \quad a \cdot b=\left(p_{0}, p_{1}, \cdots, p_{n}, \cdots\right)
$$

The map

$$
\rho: W(A) \rightarrow A^{\mathbb{N}}, \quad\left(a_{0}, a_{1}, \cdots, a_{n}, \cdots\right) \mapsto\left(w_{0}, w_{1}, \cdots, w_{n}, \cdots\right)
$$

is a homomorphism of commutative rings and $\rho$ is an isomorphism if $p$ is invertible in $A$.

Example A.28. One has $W\left(\mathbb{F}_{p}\right)=\mathbb{Z}_{p}$.
$W_{n}$ and $W$ are actually functorial: let $h: A \longrightarrow B$ be a ring homomorphism, then we get the ring homomorphisms

$$
\begin{aligned}
W_{n}(h): W_{n}(A) & \longrightarrow W_{n}(B) \\
\left(a_{0}, a_{1}, \cdots, a_{n-1}\right) & \longmapsto\left(h\left(a_{0}\right), h\left(a_{1}\right), \cdots, h\left(a_{n-1}\right)\right)
\end{aligned}
$$

for $n \geq 1$ and similarly the homomorphism $W(h): W(A) \rightarrow W(A)$.
Remark A.29. In fact, $W_{n}$ is represented by an affine group scheme over $\mathbb{Z}$ :

$$
\mathrm{W}_{n}=\operatorname{Spec}(B), \quad \text { where } B=\mathbb{Z}\left[X_{0}, X_{1}, \cdots, X_{n-1}\right]
$$

with the comultiplication

$$
m^{*}: B \longrightarrow B \otimes_{\mathbb{Z}} B \simeq \mathbb{Z}\left[X_{0}, X_{1}, \cdots, X_{n-1} ; Y_{0}, Y_{1}, \cdots, Y_{n-1}\right]
$$

given by
$X_{i} \longmapsto X_{i} \otimes 1, \quad Y_{i} \longmapsto 1 \otimes X_{i}, \quad m^{*} X_{i}=S_{i}\left(X_{0}, X_{1}, \cdots, X_{i} ; Y_{0}, Y_{1}, \cdots, Y_{i}\right)$.
Remark A.30. If $A$ is killed by $p$, then

$$
\begin{aligned}
W_{n}(A) & \stackrel{w_{i}}{\longrightarrow} A \\
\left(a_{0}, a_{1}, \cdots, a_{n-1}\right) & \longmapsto a_{0}^{p^{i}} .
\end{aligned}
$$

So $\rho$ is given by

$$
\begin{aligned}
W_{n}(A) & \stackrel{\rho}{\longrightarrow} A^{n} \\
\left(a_{0}, a_{1}, \cdots, a_{n-1}\right) & \longmapsto\left(a_{0}, a_{0}^{p}, \cdots, a_{0}^{p^{n-1}}\right) .
\end{aligned}
$$

In this case $\rho$ certainly is not an isomorphism. Similarly $\rho: W(A) \rightarrow A^{\mathbb{N}}$ is not an isomorphism either.

## Maps related to the ring of Witt vectors.

Let $A$ be a commutative ring. We can define the maps $\mathcal{V}, r$ and $\varphi$ related to $W(A)$.
(1) The shift map $\mathcal{V}$.

We define

$$
\mathcal{V}: W(A) \rightarrow W(A), \quad\left(a_{0}, \cdots, a_{n}, \cdots\right) \mapsto\left(0, a_{0}, \cdots, a_{n}, \cdots\right)
$$

which is called the shift map. It is additive: it suffices to verify this fact when $p$ is invertible in $A$, and in that case the homomorphism $\rho: W(A) \rightarrow A^{\mathbb{N}}$ transforms $V$ into the map which sends $\left(w_{0}, w_{1}, \cdots\right)$ to $\left(0, p w_{0}, \cdots\right)$.

By passage to the quotient, one deduces from $\mathcal{V}$ an additive map of $W_{n}(A)$ into $W_{n+1}(A)$. There are exact sequences

$$
0 \rightarrow W_{k}(A) \xrightarrow{\mathcal{V}^{r}} W_{k+r}(A) \rightarrow W_{r}(A) \rightarrow 0
$$

(2) The Teichmüller map $r$.

We define a map

$$
r: A \rightarrow W(A), \quad x \mapsto[x]=(x, 0, \cdots, 0, \cdots)
$$

When $p$ is invertible in $A, \rho$ transforms $r$ into the mapping that sends $x$ to $\left(x, x^{p}, \cdots, x^{p^{n}}, \cdots\right)$. One deduces by the same reasoning as in (1) the following formulas:

$$
\begin{gathered}
r(x y)=r(x) r(y), \quad x, y \in A \\
\left(a_{0}, a_{1}, \cdots\right)=\sum_{n=0}^{\infty} \mathcal{V}^{n}\left(r\left(a_{n}\right)\right), \quad a_{i} \in A \\
r(x) \cdot\left(a_{0}, \cdots\right)=\left(x a_{0}, x^{p} a_{1}, \cdots, x^{p^{n}} a_{n}, \cdots\right), x, a_{i} \in A .
\end{gathered}
$$

(3) The Frobenius map $\varphi$.

Suppose $k$ is a ring of characteristic $p$. The homomorphism

$$
k \rightarrow k, \quad x \mapsto x^{p}
$$

induces a ring homomorphism:

$$
\varphi: W(k) \rightarrow W(k), \quad\left(a_{0}, a_{1}, \cdots\right) \mapsto\left(a_{0}^{p}, a_{1}^{p}, \cdots\right)
$$

which is called the Frobenius map.

## A.2.3 Structure of complete discrete valuation rings with unequal characteristic.

As an application of Witt vectors, we discuss the structure of complete discrete valuation rings in the unequal characteristic case. The exposition in this subsection follows entirely Serre [Ser80], Chap. II, $\S 5$.

Definition A.31. We say that a ring A of characteristic $p$ is perfect if the endomorphism $x \rightarrow x^{p}$ of $A$ is an automorphism, i.e., every element of $x \in A$ has a unique $p$-th root, denoted $x^{p^{-1}}$. When $A$ is a field, this is the usual definition of a perfect field.
Definition A.32. If $A$ is a ring which is Hausdorff and complete for a decreasing filtration of ideals $\mathfrak{a}_{1} \supset \mathfrak{a}_{2} \cdots$ such that $\mathfrak{a}_{m} \cdot \mathfrak{a}_{n} \subset \mathfrak{a}_{m+n}$, and if the ring $A / \mathfrak{a}_{1}$ is perfect of characteristic $p$, then $A$ is called a p-ring. If furthermore the filtration is the p-adic filtration $\left\{p^{n} A\right\}_{n \in \mathbb{N}}$, with the residue ring $k=A / p A$ perfect, and if $p$ is not a zero-divisor in $A$, then $A$ is called a strict $p$-ring.

Proposition A.33. Let $A$ be a p-ring, then:
(1) There exists one and only one system of representatives $f: k \rightarrow A$ which commutes with p-th powers: $f\left(\lambda^{p}\right)=f(\lambda)^{p}$.
(2) In order that $a \in A$ belong to $S=f(k)$, it is necessary and sufficient that a be a $p^{n}$-th power for all $n \geq 0$.
(3) This system of representatives is multiplicative, i.e., one has $f(\lambda \mu)=$ $f(\lambda) f(\mu)$ for all $\lambda, \mu \in k$.
(4) If $A$ has characteristic $p$, this system of representatives is additive, i.e., $f(\lambda+\mu)=f(\lambda)+f(\mu)$.

Proof. The proof is very similar to the proof of Proposition A.20. We omit it here. See [Ser80] for details.

Proposition A. 33 implies that when $A$ is a $p$-ring, it always has the system of multiplicative representatives $f: A / \mathfrak{a}_{1} \rightarrow A$, and for every sequence $\alpha_{0}, \cdots, \alpha_{n}, \cdots$, of elements of $A / \mathfrak{a}_{1}$, the series

$$
\begin{equation*}
\sum_{i=0}^{\infty} f\left(\alpha_{i}\right) p^{i} \tag{A.10}
\end{equation*}
$$

converges to an element $a \in A$. If furthermore $A$ is a strict $p$-ring, every element $a \in A$ can be uniquely expressed in the form of a series of type (A.10). Let $\beta_{i}=\alpha_{i}^{p^{i}}$, then $a=\sum_{i=0}^{\infty} f\left(\beta_{i}^{p^{-i}}\right) p^{i}$. We call $\left\{\beta_{i}\right\}$ the coordinates of $a$.

Example A.34. Let $X_{\alpha}$ be a family of indeterminates, and let $S$ be the ring of $p^{-\infty}$-polynomials in the $X_{\alpha}$ with integer coefficients, i.e., $S=\bigcup_{n \geq 0} \mathbb{Z}\left[X_{\alpha}^{p^{-n}}\right]$ If one provides $S$ with the $p$-adic filtration $\left\{p^{n} S\right\}_{n \geq 0}$ and completes it, one obtains a strict $p$-ring that will be denoted $\widehat{S}=\mathbb{Z}\left[X_{\alpha}^{p^{-\infty}}\right]$. The residue ring $\widehat{S} / p \widehat{S}=F_{p}\left[X_{\alpha}^{p^{-\infty}}\right]$ is perfect of characteristic $p$. Since $X_{\alpha}$ admits $p^{n}$-th roots for all $n$, we identify $X_{\alpha}$ in $\widehat{S}$ with its residue ring.

Suppose $X_{0}, \cdots, X_{n}, \cdots$ and $Y_{0}, \cdots, Y_{n}, \cdots$ are indeterminates in the ring $\mathbb{Z}\left[X_{i}^{\underline{p^{-\infty}}, Y_{i}^{p^{-\infty}}}\right]$. Consider the two elements

$$
x=\sum_{i=0}^{\infty} X_{i} p^{i}, \quad y=\sum_{i=0}^{\infty} Y_{i} p^{i}
$$

If $*$ is one of the operations,$+ \times,-$, then $x * y$ is also an element in the ring and can be written uniquely of the form

$$
x * y=\sum_{i=0}^{\infty} f\left(Q_{i}^{*}\right) p^{i}, \quad \text { with } \quad Q_{i}^{*} \in \mathbb{F}_{p}\left[X_{i}^{p^{-\infty}}, Y_{i}^{p^{-\infty}}\right]
$$

As $Q_{i}^{*}$ are $p^{-\infty}$-polynomials with coefficients in the prime field $\mathbb{F}_{p}$, one can evaluate it in a perfect ring $k$ of characteristic $p$. More precisely,

Proposition A.35. If $A$ is a p-ring with residue ring $k$ and $f: k \rightarrow A$ is the system of multiplicative representatives of $A$. Suppose $\left\{\alpha_{i}\right\}$ and $\left\{\beta_{i}\right\}$ are two sequences of elements in $k$. Then

$$
\sum_{i=0}^{\infty} f\left(\alpha_{i}\right) p^{i} * \sum_{i=0}^{\infty} f\left(\beta_{i}\right) p^{i}=\sum_{i=0}^{\infty} f\left(\gamma_{i}\right) p^{i}
$$

with $\gamma_{i}=Q_{i}^{*}\left(\alpha_{0}, \alpha_{1}, \cdots ; \beta_{0}, \beta_{1}, \cdots\right)$.
Proof. One sees immediately that there is a homomorphism $\theta: \mathbb{Z}\left[X_{i}^{p^{-\infty}}, Y_{i}^{p^{-\infty}}\right] \rightarrow$ $A$ which sends $X_{i}$ to $f\left(\alpha_{i}\right)$ and $Y_{i}$ to $f\left(\beta_{i}\right)$. This homomorphism extends by continuity to $\mathbb{Z}\left[X_{i} \widehat{p^{-\infty}}, Y_{i}^{p^{-\infty}}\right] \rightarrow A$, which sends $x=\sum X_{i} p^{i}$ to $\alpha=\sum f\left(\alpha_{i}\right) p^{i}$ and $y=\sum Y_{i} p^{i}$ to $\beta=\sum f\left(\beta_{i}\right) p^{i}$. Again $\theta$ induces, on the residue rings, a homomorphism $\bar{\theta}: \mathbb{F}_{p}\left[X_{i}^{p^{-\infty}}, Y_{i}^{p^{-\infty}}\right] \rightarrow k$ which sends $X_{i}$ to $\alpha_{i}$ and $Y_{i}$ to $\beta_{i}$. Since $\theta$ commutes with the multiplicative representatives, one thus has

$$
\begin{aligned}
\sum f\left(\alpha_{i}\right) p^{i} * \sum f\left(\beta_{i}\right) p^{i} & =\theta(x) * \theta(y)=\theta(x * y) \\
& =\sum \theta\left(f\left(Q_{i}^{*}\right)\right) p^{i}=\sum f\left(\bar{\theta}\left(Q_{i}^{*}\right)\right) p^{i}
\end{aligned}
$$

this completes the proof of the proposition, as $\bar{\theta}\left(Q_{i}^{*}\right)$ is nothing but $\gamma_{i}$.
Definition A.36. Let $A$ be a complete discrete valuation ring, with residue field $k$. Suppose $A$ has characteristic 0 and $k$ has characteristic $p>0$. The integer $e=v(p)$ is called the absolute ramification index of $A$. A is called absolutely unramified if $e=1$, i.e., if $p$ is a local uniformizer of $A$.
Remark $A .37$. If $A$ is a strict $p$-ring, and its residue $\operatorname{ring} A / p A$ is a field, then $A$ is a complete discrete valuation ring, absolutely unramified.
Proposition A.38. Suppose $A$ and $A^{\prime}$ are two p-rings with residue rings $k$ and $k^{\prime}$, suppose $A$ is also strict. For every homomorphism $h: k \rightarrow k^{\prime}$, there exists exactly one homomorphism $g: A \rightarrow A^{\prime}$ such that the diagram

is commutative. As a consequence, two strict p-rings with the same residue ring are canonically isomorphic.
Proof. For $a=\sum_{i=0}^{\infty} f_{A}\left(\alpha_{i}\right) p^{i} \in A$, if $g$ is defined, then

$$
g(a)=\sum_{i=0}^{\infty} g\left(f_{A}\left(\alpha_{i}\right)\right) \cdot p^{i}=\sum_{i=0}^{\infty} f_{A^{\prime}}\left(h\left(\alpha_{i}\right)\right) \cdot p^{i}
$$

hence the uniqueness. But by Proposition A.35, $g$ defined by the above way is indeed a homomorphism.

Theorem A.39. For every perfect ring $k$ of characteristic $p$, there exists a unique strict p-ring $H$ with residue ring $k$. In fact $H=W(k)$.
Proof. The uniqueness follows from Proposition A.38. For the existence, if $k=\mathbb{F}_{p}\left[X_{\alpha}^{p^{-\infty}}\right]$, then $H=\widehat{S}$ satisfies the condition. In general, as every perfect ring is a quotient of a ring of the type $\mathbb{F}_{p}\left[X_{\alpha}^{p^{-\infty}}\right]$, we just need to show if $h: k \rightarrow k^{\prime}$ is a surjective homomorphism and if there exists a strict p-ring $H_{k}$ with residue ring $k$, then there exists a strict $p$-ring $H_{k^{\prime}}$ with residue ring $k^{\prime}$.

Indeed, for $a, b \in H_{k}$, we say $a \equiv b$ if the images of their coordinates by $h$ are equal. This is an equivalence relation, and if $a \equiv b, a^{\prime} \equiv b^{\prime}$, then $a * a^{\prime} \equiv b * b^{\prime}$ by Proposition A.35. Let $H_{k^{\prime}}$ be the quotient of $H_{k}$ modulo this equivalence relation. It is routine to check $H_{k^{\prime}}$ is a strict $p$-ring with residue ring $k^{\prime}$.

Now for the second part, let $H$ be the strict $p$-ring with residue ring $k$, and let $f: k \rightarrow H$ be the multiplicative system of representatives of $H$. Define

$$
\theta: W(k) \rightarrow H, \quad\left(a_{0}, \cdots, a_{n}, \cdots\right) \mapsto \sum_{i=0}^{\infty} f\left(a_{i}^{p^{-i}}\right) p^{i}
$$

It is a bijection. When $H=\widehat{S}, \mathfrak{a}=\left(X_{0}, \cdots\right), \mathfrak{b}=\left(Y_{0}, \cdots\right)$, we have

$$
\begin{aligned}
\sum_{i=0}^{n} f\left(X_{i}^{p^{-i}}\right) p^{i}+\sum_{i=0}^{n} f\left(Y_{i}^{p^{-i}}\right) p^{i} & =W_{n}\left(\underline{X}^{p^{-n}}\right)+W_{n}\left(\underline{Y}^{p^{-n}}\right) \\
& =W_{n}\left(S_{0}\left(\underline{X}^{p^{-n}}, \underline{Y}^{p^{-n}}\right), \cdots\right) \\
\sum_{i=0}^{n} f\left(S_{i}(\mathfrak{a}, \mathfrak{b})^{p^{-i}}\right) p^{i}= & W_{n}\left(f\left(S_{i}(\mathfrak{a}, \mathfrak{b})^{p^{-n}}\right)\right)
\end{aligned}
$$

Since

$$
S_{i}\left(X^{p^{-n}}, Y^{p^{-n}}\right) \equiv f\left(S_{i}\left(\underline{X}^{p^{-n}}, \underline{Y}^{p^{-n}}\right)\right)=f\left(S_{i}(\mathfrak{a}, \mathfrak{b})^{p^{-n}}\right) \bmod p
$$

we get $\theta(\mathfrak{a})+\theta(\mathfrak{b}) \equiv \theta(\mathfrak{a}+\mathfrak{b}) \bmod p^{n+1}$, for any $n \geq 0$. Therefore, $\theta(\mathfrak{a})+\theta(\mathfrak{b})=$ $\theta(\mathfrak{a}+\mathfrak{b})$. Similarly, $\theta(\mathfrak{a}) \theta(\mathfrak{b})=\theta(\mathfrak{a b})$. It follows that the formulas are valid without any restriction on $H, \mathfrak{a}$ and $\mathfrak{b}$. So $\theta$ is an isomorphism.

By the above theorem and Proposition A.38, we immediately have:
Corollary A.40. For $k, k^{\prime}$ perfect rings of characteristic $p$, $\operatorname{Hom}\left(k, k^{\prime}\right)=$ $\operatorname{Hom}\left(W(k), W\left(k^{\prime}\right)\right)$.

Corollary A.41. If $k$ is a field, perfect or not, then $\mathcal{V} \varphi=p=\varphi \mathcal{V}$.
Proof. It suffices to check this when $k$ is perfect; in that case, applying the isomorphism $\theta$ above, one finds:

$$
\theta(\varphi \mathcal{V} \mathfrak{a})=\sum_{i=0}^{\infty} f\left(a_{i}^{p^{-i}}\right) p^{i+1}=p \theta(\mathfrak{a})=\theta(p \mathfrak{a})
$$

which gives the identity.

Now we can state the main theorems of the unequal characteristic case.
Theorem A.42. (1) For every perfect field $k$ of characteristic $p, W(k)$ is the unique complete discrete valuation ring of characteristic 0 (up to unique isomorphism) which is absolutely unramified and has $k$ as its residue field.
(2) Let $A$ be a complete discrete valuation ring of characteristic 0 with a perfect residue field $k$ of characteristic $p>0$. Let e be its absolute ramification index. Then there exists a unique homomorphism of $\psi: W(k) \rightarrow A$ which makes the diagram

commutative, moreover $\psi$ is injective, and $A$ is a free $W(k)$-module of rank equal to $e$.

Proof. (1) is a special case of Theorem A.39.
For (2), the existence and uniqueness of $\psi$ follow from Proposition A.38, since $A$ is a $p$-ring. As $A$ is of characteristic $0, \psi$ is injective. If $\pi$ is a uniformizer of $A$, then every $a \in A$ can be uniquely written as $a=\sum_{i=0}^{\infty} f\left(\alpha_{i}\right) \pi^{i}$ for $\alpha_{i} \in k$. Replaced $\pi^{e}$ by $p \times$ (unit), then $a$ is uniquely written as

$$
a=\sum_{i=0}^{\infty} \sum_{j=0}^{e-1} f\left(\alpha_{i j}\right) \cdot \pi^{j} p^{i}, \quad \alpha_{i j} \in k
$$

Thus $\left\{1, \pi, \cdots, \pi^{e-1}\right\}$ is a basis of $A$ as a $W(k)$-module.
Remark A.43. From now on, we denote the Teichmüller representative $r(a)$ of $a \in k$ by [a], then by the proof of Theorem A.39, the homomorphism $\psi: W(k) \rightarrow A$ in the above theorem is given by

$$
\psi\left(\left(a_{0}, a_{1}, \cdots\right)\right)=\sum_{n=0}^{\infty} p^{n}\left[a_{n}^{p^{-n}}\right] .
$$

For the case $A=W(k)$, for $a \in k$, the Teichmüller representative $r(a)$ is the same as the element $r(a)=(a, 0, \cdots)$, we have

$$
\begin{equation*}
\left(a_{0}, a_{1}, \cdots\right)=\sum_{n=0}^{\infty} p^{n}\left[a_{n}^{p^{-n}}\right] . \tag{A.11}
\end{equation*}
$$

## A.2.4 Cohen rings.

We have seen that if $k$ is a perfect field, then the ring of Witt vectors $W(k)$ is the unique complete discrete valuation ring which is absolutely unramified
and with residue field $k$. However, if $k$ is not perfect, the situation more complicated. We first quote two theorems without proof from commutative algebra (cf. Matsumura [Mat86], § 29, pp 223-225):

Theorem A. 44 (Theorem 29.1, [Mat86]). Let $(A, \pi A, k)$ be a discrete valuation ring and $K$ an extension of $k$; then there exists a discrete valuation $\operatorname{ring}(B, \pi B, K)$ containing $A$.

Theorem A. 45 (Theorem 29.2, [Mat86]). Let $\left(A, \mathfrak{m}_{A}, k_{A}\right)$ be a complete local ring, and $\left(R, \mathfrak{m}_{R}, k_{R}\right)$ be an absolutely unramified discrete valuation ring of characteristic 0 (i.e., $\mathfrak{m}_{R}=p R$ ). Then for every homomorphism $h: k_{R} \rightarrow$ $k_{A}$, there exists a local homomorphism $g: R \rightarrow A$ which induces $h$ on the ground field.

Remark A.46. The above theorem is a generalization of Proposition A. 38 .
Applying $A=\mathbb{Z}_{p}$ to Theorem A.44, then if $K$ is a given field of characteristic $p$, there exists an absolutely unramified discrete valuation ring $R$ of characteristic 0 with residue field $K$. By Theorem A.45, this ring $R$ is unique up to isomorphism.

Definition A.47. Let $k$ be a field of characteristic $p>0$, the Cohen ring $\mathcal{C}(k)$ is the unique (up to isomorphism) absolutely unramified discrete valuation ring of characteristic 0 with residue field $k$.

We now give an explicit construction of $\mathcal{C}(k)$. Recall that a $p$-basis of a field $k$ is a set $B$ of elements of $k$, such that

- $\left[k^{p}\left(b_{1}, \cdots, b_{r}\right): k^{p}\right]=p^{r}$ for any $r$ distinct elements $b_{1}, \cdots, b_{r} \in B$;
- $k=k^{p}(B)$.

If $k$ is perfect, only the empty set is a $p$-basis of $k$; if $k$ is imperfect, there always exists nonempty sets satisfying condition (1), then any maximal such set (which must exist, by Zorn's Lemmma) must also satisfy (2) and hence is a $p$-basis.

Let $B$ be a fixed $p$-basis of $k$, then $k=k^{p^{n}}(B)$ for every $n>0$, and $B^{p^{-n}}=\left\{b^{p^{-n}} \mid b \in B\right\}$ is a $p$-basis of $k^{p^{-n}}$. Let $I_{n}=\prod_{B}\left\{0, \cdots, p^{n}-1\right\}$, then

$$
T_{n}=\left\{\mathfrak{b}^{\alpha}=\prod_{b \in B} b^{\alpha_{b}}, \alpha=\left(\alpha_{b}\right)_{b \in B} \in I_{n}\right\}
$$

generates $k$ as a $k^{p^{n}}$-vector space, and in general $T_{n}^{p^{m}}$ is a basis of $k^{p^{m}}$ over $k^{p^{n+m}}$. Set

$$
\begin{aligned}
\mathcal{C}_{n+1}(k)= & \text { the subring of } W_{n+1}(k) \text { generated by } \\
& W_{n+1}\left(k^{p^{n}}\right) \text { and }[b] \text { for } b \in B .
\end{aligned}
$$

For $x \in k$, we define the Teichmüller representative $[x]=(x, 0, \cdots, 0) \in$ $W_{n+1}(k)$. We also define the shift map $V$ on $W_{n+1}(k)$ by $V\left(\left(x_{0}, \cdots, x_{n}\right)\right)=$ $\left(0, x_{0}, \cdots, x_{n-1}\right)$. Then every element $x \in W_{n+1}(k)$ can be written as

$$
x=\left(x_{0}, \cdots, x_{n}\right)=\left[x_{0}\right]+V\left(\left[x_{1}\right]\right)+\cdots+V^{n}\left(\left[x_{n}\right]\right)
$$

We also has

$$
[y] V^{r}(x)=V^{r}\left(\left[y^{p^{r}}\right] x\right)
$$

Then $\mathcal{C}_{n+1}(k)$ is nothing but the additive subgroup of $W_{n+1}(k)$ generated by $\left\{V^{r}\left(\left[\left(\mathfrak{b}^{\alpha}\right)^{p^{r}} x\right]\right) \mid \mathfrak{b}^{\alpha} \in T_{n-r}, x \in k^{p^{n}}, r=0, \cdots, n\right\}$. By Corollary A.41, one sees that

$$
V^{r}\left(\varphi^{r}([x])\right)=p^{r}[x] \bmod V^{r+1}
$$

Let $\mathscr{U}_{r}$ be ideals of $\mathcal{C}_{n+1}(k)$ defined by

$$
\mathscr{U}_{r}=\mathcal{C}_{n+1}(k) \cap V^{r}\left(W_{n+1}(k)\right) .
$$

Then $\mathscr{U}_{r}$ is the additive subgroup generated by $\left\{V^{m}\left(\left[\left(\mathfrak{b}^{\alpha}\right)^{p^{m}} x\right]\right) \mid \mathfrak{b}^{\alpha} \in\right.$ $\left.T_{n-m}, x \in k^{p^{n}}, m \geq r\right\}$. Then we have $\mathcal{C}_{n+1}(k) / \mathscr{U}_{1} \simeq k$ and the multiplication

$$
p^{r}: \mathcal{C}_{n+1}(k) / \mathscr{U}_{1} \longrightarrow \mathscr{U}_{r} / \mathscr{U}_{r+1}
$$

induces an isomorphism for all $r \leq n$. Thus $\mathscr{U}_{n}$ is generated by $p^{n}$ and by decreasing induction, one has $\mathscr{U}_{r}=p^{r} \mathcal{C}_{n+1}(k)$. Moreover, for any $x \in$ $\mathcal{C}_{n+1}(k)-\mathscr{U}_{1}$, let $y$ be a preimage of $\bar{x}^{-1} \in \mathcal{C}_{n+1}(k) / \mathscr{U}_{1}$, then $x y=1-z$ with $z \in \mathscr{U}_{1}$ and $x y\left(1+z+\cdots+z^{n}\right)=1$, thus $x$ is invertible. Hence we proved

Proposition A.48. The ring $\mathcal{C}_{n+1}(k)$ is a local ring whose maximal ideal is generated by $p$, whose residue field is isomorphic to $k$. For every $r \leq n$, the multiplication by $p^{r}$ induces an isomorphism of $\mathcal{C}_{n+1}(k) / p \mathcal{C}_{n+1}(k)$ with $p^{r} \mathcal{C}_{n+1}(k) / p^{r+1} \mathcal{C}_{n+1}(k)$, and $p^{n+1} \mathcal{C}_{n+1}(k)=0$.

Lemma A.49. The canonical projection $\mathrm{pr}: W_{n+1}(k) \rightarrow W_{n}(k)$ induces a surjection $\pi: \mathcal{C}_{n+1}(k) \rightarrow \mathcal{C}_{n}(k)$.

Proof. By definition, the image of $\mathcal{C}_{n+1}(k)$ by pr is the subring of $W_{n}(k)$ generated by $W_{n}\left(k^{p^{n}}\right)$ and $[b]$ for $b \in B$, but $\mathcal{C}_{n}(k)$ is the subring generated by $W_{n}\left(k^{p^{n-1}}\right)$ and $[b]$ for $b \in B$, thus the map $\pi$ is well defined.

For $n \geq 1$, the filtration $W_{n}(k) \supset V\left(W_{n}(k)\right) \cdots \supset V^{n-1}\left(W_{n}(k)\right) \supset$ $V^{n}\left(W_{n}(k)\right)=0$ induces the filtration of $\mathcal{C}_{n}(k) \supset p \mathcal{C}_{n}(k) \cdots \supset p^{n-1} \mathcal{C}_{n}(k) \supset$ $p^{n} \mathcal{C}_{n}(k)=0$. To show $\pi$ is surjective, it suffices to show that the associate graded map is surjective. But for $r<n$, we have the following commutative diagram


Since the inclusion $j$ (resp. $j^{\prime}$ ) identifies $p^{r} \mathcal{C}_{n+1}(k) / p^{r+1} \mathcal{C}_{n+1}(k)$ (resp. $\left.p^{r} \mathcal{C}_{n}(k) / p^{r+1} \mathcal{C}_{n}(k)\right)$ to $k^{p^{r}}$, thus gr $\pi$ is surjective for $r<n$. For $r=n$, $p^{n} \mathcal{C}_{n}(k)=0$. Then $\operatorname{gr} \pi$ is surjective at every grade and hence $\pi$ is surjective.

By Proposition A.48, we thus have
Theorem A.50. The ring $\lim _{\rightleftarrows} \mathcal{C}_{n}(k)$ is the Cohen ring $\mathcal{C}_{n}(k)$ of $k$.
Remark A.51. (1) By construction, $\mathcal{C}(k)$ is identified as a subring of $W(k)$; moreover, for $k_{0}=\cap_{n \in N} k^{p^{n}}$ the largest perfect subfield of $k, \mathcal{C}(k)$ contains $W\left(k_{0}\right)$.
(2) As $\mathcal{C}(k)$ contains the multiplicative representatives $[b]$ for $b \in B$, it contains all elements $\left[B^{\alpha}\right]$ and $\left[B^{-\alpha}\right]$ for $n \in N$ and $\alpha \in I_{n}$.

## A. 3 Galois groups of local fields

In this section, we let $K$ be a local field with the residue field $k=k_{K}$ perfect of characteristic $p$ and the normalized valuation $v_{K}$. Let $\mathcal{O}_{K}$ be the ring of integers of $K$, whose maximal ideal is $\mathfrak{m}_{K}$. Let $U_{K}=\mathcal{O}_{K}^{*}=\mathcal{O}_{K}-\mathfrak{m}_{K}$ be the group of units and $U_{K}^{i}=1+\mathfrak{m}_{K}^{i}$ for $i \geq 1$. Replacing $K$ by $L$, a finite separable extension of $K$, we get corresponding notations $k_{L}, v_{L}, \mathcal{O}_{L}, \mathfrak{m}_{L}, U_{L}$ and $U_{L}^{i}$. Recall the following notations:

- $e_{L / K} \in N^{*}$ : the ramification index defined by $v_{K}\left(L^{*}\right)=\frac{1}{e_{L / K}} \mathbb{Z}$;
- $e_{L / K}^{\prime}$ : the prime-to- $p$ part of $e_{L / K}$;
- $p^{r_{L / K}}$ : the $p$-part of $e_{L / K}$;
- $f_{L / K}$ : the index of residue field extension $\left[k_{L}: k\right]$.

From previous section, if $\operatorname{char}(K)=p>0$, then $K=k((\pi))$ for $\pi$ a uniformizing parameter of $\mathfrak{m}_{K}$; if $\operatorname{char}(K)=0$, let $K_{0}=\operatorname{Frac} W(k)=W(k)[1 / p]$, then $\left[K: K_{0}\right]=e_{K}=v_{K}(p)$, and $K / K_{0}$ is totally ramified.

## A.3.1 Ramification groups of finite Galois extension.

Let $L / K$ be a Galois extension with Galois group $G=\operatorname{Gal}(L / K)$. Then $G$ acts on the ring $\mathcal{O}_{L}$. We fix an element $x$ of $\mathcal{O}_{L}$ which generates $\mathcal{O}_{L}$ as an $\mathcal{O}_{K}$-algebra.

Lemma A.52. Let $\sigma \in G$, and let $i$ be an integer $\geq-1$. Then the following three conditions are equivalent:
(1) $\sigma$ operates trivially on the quotient $\operatorname{ring} \mathcal{O}_{L} / \mathfrak{m}_{L}^{i+1}$.
(2) $v_{L}(\sigma(a)-a) \geq i+1$ for all $a \in \mathcal{O}_{L}$.
(3) $v_{L}(\sigma(x)-x) \geq i+1$.

Proof. This is a trivial exercise.

Proposition A.53. For each integer $i \geq-1$, let $G_{i}$ be the set of $\sigma \in G$ satisfying conditions (1), (2), (3) of Lemma A.52. Then the $G_{i}$ 's form a decreasing sequence of normal subgroups of $G$. Moreover, $G_{-1}=G, G_{0}$ is the inertia subgroup of $G$ and $G_{i}=\{1\}$ for $i$ sufficiently large.

Proof. The sequence is clearly a decreasing sequence of subgroups of $G$. We want to show that $G_{i}$ is normal for all $i$. For every $\sigma \in G$ and every $\tau \in G_{i}$, since $G_{i}$ acts trivially on the quotient ring $\mathcal{O}_{L} / \mathfrak{m}_{L}^{i+1}$, we have $\sigma \tau \sigma^{-1}(x) \equiv$ $x \bmod \mathfrak{m}_{L}^{i+1}$, namely, $\sigma \tau \sigma^{-1} \subseteq G_{i}$. Thus, $G_{i}$ is a normal subgroup for all $i$. The remaining part follows just by definition.

Definition A.54. The group $G_{i}$ is called the $i$-th ramification group of $G$ (or of $L / K)$.

We denote the inertia subgroup $G_{0}$ by $I(L / K)$ and its invariant field by $L_{0}=(L / K)^{\mathrm{ur}}$; we denote by $G_{1}=P(L / K)$ and call it the wild inertia subgroup of $G$, and denote its invariant field by $L_{1}=(L / K)^{\text {tame }}$.

Remark A.55. The ramification groups define a filtration of $G$. The quotient $G / G_{0}$ is isomorphic to the Galois group $\operatorname{Gal}\left(k_{L} / k\right)$ of the residue extension.

The field $L_{0}$ is the maximal unramified subextension inside $L$. In Proposition A.59, we shall see that $L_{1}$ is the maximal tamely ramified subextension inside $L$.

Remark A.56. Let $H$ be a subgroup of $G$ and $K^{\prime}=L^{H}$. If $x \in \mathcal{O}_{L}$ is a generator of the $\mathcal{O}_{K^{\prime}}$-algebra $\mathcal{O}_{L}$, then it is also a generator of the $\mathcal{O}_{K^{\prime}}$-algebra $\mathcal{O}_{L}$. Then $H_{i}=G_{i} \cap H$. In particular, the higher ramification groups of $G$ are equal to those of $G_{0}$, therefore the study of higher ramification groups can always be reduced to the totally ramified case.

We shall describe the quotient $G_{i} / G_{i+1}$ in the following.
Let $\pi$ be a uniformizer of $L$.
Proposition A.57. Let $i$ be a non-negative integer. In order that an element $\sigma$ of the inertia group $G_{0}$ belongs to $G_{i}$, it is necessary and sufficient that $\sigma(\pi) / \pi=1 \bmod \mathfrak{m}_{L}^{i}$.

Proof. Replacing $G$ by $G_{0}$ reduces us to the case of a totally ramified extension. In this case $\pi$ is a generator of $\mathcal{O}_{L}$ as an $\mathcal{O}_{K}$-algebra. Since the formula $v_{L}(\sigma(\pi)-\pi)=1+v_{L}(\sigma(\pi) / \pi-1)$, we have $\sigma(\pi) / \pi \equiv 1 \bmod \mathfrak{m}_{L}^{i} \Leftrightarrow \sigma \in G_{i}$.

We recall the following result:
Proposition A.58. (1) $U_{L}^{0} / U_{L}^{1}=k_{L}^{*}$;
(2) For $i \geq 1$, the group $U_{L}^{i} / U_{L}^{i+1}$ is canonically isomorphic to the group $\mathfrak{m}_{L}^{i} / \mathfrak{m}_{L}^{i+1}$, which is itself isomorphic (non-canonically)to the additive group of the residue field $k_{L}$.

Back to the ramification groups, then the equivalence in Proposition A. 57 can be translated to

$$
\sigma \in G_{i} \Leftrightarrow \sigma(\pi) / \pi \in U_{L}^{i}
$$

We have a more precise description of $G_{i} / G_{i+1}$ following Proposition A.58:
Proposition A.59. The map which to $s \in G_{i}$, assigns $s(\pi) / \pi$, induces by passage to the quotient an isomorphism $\theta_{i}$ of the quotient group $G_{i} / G_{i+1}$ onto a subgroup of the group $U_{L}^{i} / U_{L}^{i+1}$. This isomorphism is independent of the choice of the uniformizer $\pi$.
(1) The group $G_{0} / G_{1}$ is cyclic, and is mapped isomorphically by $\theta_{0}$ onto a subgroup of $\boldsymbol{\mu}\left(k_{L}\right)$, the group of roots of unity contained in $k_{L}$. Its order is prime to $p$, the characteristic of the residue field $k_{L}$.
(2) If the characteristic of $k_{L}$ is $p \neq 0$, the quotients $G_{i} / G_{i+1}, i \geq 1$, are abelian groups, and are direct products of cyclic groups of order $p$. The group $G_{1}$ is a p-group, the inertia group $G_{0}$ has the following property: it is the semi-direct product of a cyclic group of order prime to $p$ with a normal subgroup whose order is a power of $p$.

Remark A.60. The group $G_{0}$ is solvable. If $k$ is a finite field, then $G$ is also solvable.

In fact, we can write the cyclic group $G_{0} / G_{1}=I(L / K) / P(L / K)$ more explicitly.

Let $N=e_{L / K}^{\prime}=\left[L_{1}: L_{0}\right.$. The image of $\theta_{0}$ in $k_{L}^{*}$ is a cyclic group of order $N$ prime to $p$, thus $k_{L}=k_{L_{0}}$ contains a primitive $N^{t h}$-root of 1 and $\operatorname{Im} \theta_{0}=\boldsymbol{\mu}_{N}\left(k_{L}\right)=\left\{\varepsilon \in k_{L} \mid \varepsilon^{N}=1\right\}$ is of order $N$. By Hensel's lemma, $L_{0}$ contains a primitive $N$-th root of unity. By Kummer theory, there exists a uniformizing parameter $\pi$ of $L_{0}$ such that

$$
L_{1}=L_{0}(\alpha) \text { with } \alpha \text { a root of } X^{N}-\pi
$$

The homomorphism $\theta_{0}$ is the canonical isomorphism

$$
\begin{aligned}
\operatorname{Gal}\left(L_{1} / L_{0}\right) & \xrightarrow{\sim} \boldsymbol{\mu}_{N}\left(k_{L}\right) \\
g & \longmapsto \varepsilon \text { if } g \alpha=[\varepsilon] \alpha,
\end{aligned}
$$

where $[\varepsilon]$ is the Teichmüller representative of $\varepsilon$.
By the short exact sequence

$$
1 \longrightarrow \operatorname{Gal}\left(L_{1} / L_{0}\right) \longrightarrow \operatorname{Gal}\left(L_{1} / K\right) \longrightarrow \operatorname{Gal}\left(k_{L} / k\right) \longrightarrow 1
$$

hence $\operatorname{Gal}\left(L_{1} / K\right)$ acts on $\operatorname{Gal}\left(L_{1} / L_{0}\right)$ by conjugation. Because the group $\operatorname{Gal}\left(L_{1} / L_{0}\right)$ is abelian, this action factors through an action of $\operatorname{Gal}\left(k_{L} / k\right)$. The isomorphism $\operatorname{Gal}\left(L_{1} / L_{0}\right) \xrightarrow{\sim} \boldsymbol{\mu}_{N}\left(k_{L}\right)$ then induces an action of $\operatorname{Gal}\left(k_{L} / k\right)$ over $\boldsymbol{\mu}_{N}\left(k_{L}\right)$, which is the natural action of $\operatorname{Gal}\left(k_{L} / k\right)$.

## A.3.2 Galois group of $K^{s} / K$.

Let $K^{s}$ be a separable closure of $K$ and $G_{K}=\operatorname{Gal}\left(K^{s} / K\right)$. Let $\mathcal{L}$ be the set of finite Galois extensions $L$ of $K$ contained in $K^{s}$, then

$$
K^{s}=\bigcup_{L \in \mathcal{L}} L, \quad G_{K}=\lim _{\longleftrightarrow} \operatorname{Gal}(L / K)
$$

Let

$$
K^{\mathrm{ur}}=\bigcup_{\substack{L \in \mathcal{L} \\ L / K \text { unramified }}} L, \quad K^{\text {tame }}=\bigcup_{\substack{L \in \mathcal{L} \\ L / K \text { tamely ramified }}} L
$$

Then $K^{\text {ur }}$ and $K^{\text {tame }}$ are the maximal unramified and tamely ramified extensions of $K$ contained in $K^{s}$ respectively.

The valuation of $K$ extends uniquely to $K^{s}$, but the valuation on $K^{s}$ is no more discrete, actually $v_{K}\left(\left(K^{s}\right)^{*}\right)=\mathbb{Q}$, and $K^{s}$ is no more complete for the valuation.

The field $\bar{k}=\mathcal{O}_{K^{\text {ur }}} / \mathfrak{m}_{K^{\text {ur }}}$ is an algebraic closure of $k$. We use the notations

- $I_{K}=\operatorname{Gal}\left(K^{s} / K^{\mathrm{ur}}\right)$ is the inertia subgroup, which is a closed normal subgroup of $G_{K}$;
${ }^{-} G_{K} / I_{K}=\operatorname{Gal}\left(K^{\mathrm{ur}} / K\right)=\operatorname{Gal}(\bar{k} / k)=G_{k} ;$
- $P_{K}=\operatorname{Gal}\left(K^{s} / K^{\text {tame }}\right)$ is the wild inertia subgroup, which is a closed normal subgroup of $I_{K}$ and of $G_{K}$;
- $I_{K} / P_{K}=$ the tame quotient of the inertia subgroup.

Note that $P_{K}$ is a pro- $p$-group, an inverse limit of finite $p$-groups.
For each integer $N$ prime to $p$, the $N$-th roots of unity $\boldsymbol{\mu}_{N}(\bar{k})$ is cyclic of order $N$. We get a canonical isomorphism

$$
I_{K} / P_{K} \xrightarrow{\sim} \lim _{\substack{N \\ \text { prime to } p \\ \text { ordering }=\text { divisibility }}} \boldsymbol{\mu}_{N}(\bar{k})
$$

If $N$ divides $N^{\prime}$, then $N^{\prime}=N m$, and the transition map is

$$
\begin{aligned}
\boldsymbol{\mu}_{N^{\prime}}(\bar{k}) & \longrightarrow \boldsymbol{\mu}_{N}(\bar{k}) \\
\varepsilon & \longmapsto \varepsilon^{m} .
\end{aligned}
$$

Therefore we get
Proposition A.61. If we write $\boldsymbol{\mu}_{\ell \infty}=\mathbb{Z}_{\ell}(1)$ (which is the Tate twist of $\mathbb{Z}_{\ell}$, which we shall introduce in §1.1.4), then

$$
\begin{equation*}
I_{K} / P_{K} \xrightarrow[\text { canonically }]{\simeq} \prod_{\ell \neq p} \mathbb{Z}_{\ell}(1) \tag{A.12}
\end{equation*}
$$

We denote

$$
\widehat{\mathbb{Z}}^{\prime}=\prod_{\ell \neq p} \mathbb{Z}_{\ell}, \quad \widehat{\mathbb{Z}}^{\prime}(1)=\prod_{\ell \neq p} \mathbb{Z}_{\ell}(1),
$$

where $\widehat{\mathbb{Z}}^{\prime}(1)$ is isomorphic, but not canonically to $\widehat{\mathbb{Z}}^{\prime}$. Then

$$
I_{K} / P_{K} \simeq \widehat{\mathbb{Z}}^{\prime}(1)=\prod_{\ell \neq p} \mathbb{Z}_{\ell}(1)
$$

As $G_{K} / I_{K} \simeq \operatorname{Gal}(\bar{k} / k)$, the action by conjugation of $G_{k}$ on $I_{K} / P_{K}$ gives the natural action on $\mathbb{Z}_{\ell}(1)$.

## A.3.3 The functions $\Phi$ and $\Psi$.

Assume $G=\operatorname{Gal}(L / K)$ finite. Set

$$
\begin{equation*}
i_{G}: \quad G \rightarrow \mathbb{N}, \quad \sigma \mapsto v_{L}(\sigma(x)-x) . \tag{A.13}
\end{equation*}
$$

The function $i_{G}$ has the following properties:
(1) $i_{G}(\sigma) \geq 0$ and $i_{G}(1)=+\infty$;
(2) $i_{G}(\sigma) \geq i+1 \Leftrightarrow \sigma \in G_{i}$;
(3) $i_{G}\left(\tau \sigma \tau^{-1}\right)=i_{G}(\sigma)$;
(4) $i_{G}(\sigma \tau) \geq \min \left(i_{G}(\tau), i_{G}(\sigma)\right)$.

Let $H$ be a subgroup of $G$. Let $K^{\prime}$ be the subextension of $L$ fixed by $H$. Following Remark A.56, we have
Proposition A.62. For every $\sigma \in H, i_{H}(\sigma)=i_{G}(\sigma)$, and $H_{i}=G_{i} \cap H$.
Suppose in addition that the subgroup $H$ is normal, then $G / H$ may be identified with the Galois group of $K^{\prime} / K$.
Proposition A.63. For every $\delta \in G / H$,

$$
i_{G / H}(\delta)=\frac{1}{e^{\prime}} \sum_{\sigma \rightarrow \delta} i_{G}(\sigma),
$$

where $e^{\prime}=e_{L / K^{\prime}}$.
Proof. For $\delta=1$, both sides are equal to $+\infty$, so the equation holds.
Suppose $\delta \neq 1$. Let $x$ (resp. $y$ ) be an $\mathcal{O}_{K^{-}}$-generator of $\mathcal{O}_{L}$ (resp. $\mathcal{O}_{K^{\prime}}$ ). By definition

$$
e^{\prime} i_{G / H}(\delta)=e^{\prime} v_{K^{\prime}}(\delta(y)-y)=v_{L}(\delta(y)-y), \text { and } i_{G}(\sigma)=v_{L}(\sigma(x)-x) .
$$

If we choose one $\sigma \in G$ representing $\delta$, the other representatives have the form $\sigma \tau$ for some $\tau \in H$. Hence it come down to showing that the elements $a=\sigma(y)-y$ and $b=\prod_{\tau \in H}(\sigma \tau(x)-x)$ generate the same ideal in $\mathcal{O}_{L}$.

Let $f \in \mathcal{O}_{K^{\prime}}[X]$ be the minimal polynomial of $x$ over the intermediate field $K^{\prime}$. Then $f(X)=\prod_{\tau \in H}(X-\tau(x))$. Denote by $\sigma(f)$ the polynomial obtained from $f$ by transforming each of its coefficients by $\sigma$. Clearly $\sigma(f)(X)=\Pi(X-$ $\sigma \tau(x))$. As $\sigma(f)-f$ has coefficients divisible by $\sigma(y)-y$, one sees that $a=$ $\sigma(y)-y$ divides $\sigma(f)(x)-f(x)=\sigma(f)(x)= \pm b$.

It remains to show that $b$ divides $a$. Write $y=g(x)$ as a polynomial in $x$, with coefficients in $\mathcal{O}_{K}$. The polynomial $g(X)-y$ has $x$ as root and has all its coefficients in $\mathcal{O}_{K^{\prime}}$; it is therefore divisible by the minimal polynomial $f$ : $g(X)-y=f(X) h(X)$ with $h \in \mathcal{O}_{K^{\prime}}[X]$. Transform this equation by $\sigma$ and substitute $x$ for $X$ in the result; ones gets $y-\sigma(y)=\sigma(f)(x) \sigma(h)(x)$, which shows that $b= \pm \sigma(f)(x)$ divides $a$.

Let $u$ be a real number $\geq 1$. Define $G_{u}=G_{i}$ where $i$ is the smallest integer $\geq u$. Thus

$$
\sigma \in G_{u} \Leftrightarrow i_{G}(\sigma) \geq u+1
$$

Put

$$
\begin{equation*}
\Phi(u)=\int_{0}^{u}\left(G_{0}: G_{t}\right)^{-1} d t \tag{A.14}
\end{equation*}
$$

where for $-1 \leq t \leq 0$,

$$
\left(G_{0}: G_{u}\right):= \begin{cases}\left(G_{-1}: G_{0}\right)^{-1}, & \text { when } t=-1 \\ 1, & \text { when }-1<u \leq 0\end{cases}
$$

Thus the function $\Phi(u)$ is equal to $u$ between -1 and 0 . For $m \leq u \leq m+1$ where $m$ is a nonnegative integer, we have

$$
\begin{equation*}
\Phi(u)=\frac{1}{g_{0}}\left(g_{1}+g_{2}+\ldots+g_{m}+(u-m) g_{m+1}\right), \text { with } g_{i}=\left|G_{i}\right| \tag{A.15}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\Phi(m)+1=\frac{1}{g_{0}} \sum_{i=0}^{m} g_{i} \tag{A.16}
\end{equation*}
$$

Immediately one can verify
Proposition A.64. (1) The function $\Phi$ is continuous, piecewise linear, increasing and concave.
(2) $\Phi(0)=0$.
(3) If we denote by $\Phi_{r}^{\prime}$ and $\Phi_{l}^{\prime}$ the right and left derivatives of $\Phi$, then $\Phi_{l}^{\prime}=\Phi_{r}^{\prime}=\frac{1}{\left(G_{0}: G_{u}\right)}$, if $u$ is not an integer; $\Phi_{l}^{\prime}=\frac{1}{\left(G_{0}: G_{u}\right)}$ and $\Phi_{r}^{\prime}=\frac{1}{\left(G_{0}: G_{u+1}\right)}$, if $u$ is an integer.

Moreover, the proposition above characterizes the function $\Phi$.
Proposition A.65. $\Phi(u)=\frac{1}{g_{0}} \sum_{\sigma \in G} \min \left\{i_{G}(\sigma), u+1\right\}-1$.

Proof. Let $\theta(u)$ be the function on the right hand side. It is continuous and piecewise linear. One has $\theta(0)=0$, and if $m \geq-1$ is an integer and $m<u<$ $m+1$, then

$$
\theta^{\prime}(u)=\frac{1}{g_{0}} \#\left\{\sigma \in G \mid i_{G}(\sigma) \geq m+2\right\}=\frac{1}{\left(G_{0}: G_{m+1}\right)}=\Phi^{\prime}(u)
$$

Hence $\theta=\Phi$.
Theorem A. 66 (Herbrand). Let $K^{\prime} / K$ be a Galois subextension of $L / K$ and $H=G\left(L / K^{\prime}\right)$. Then one has $G_{u}(L / K) H / H=G_{v}\left(K^{\prime} / K\right)$ where $v=$ $\Phi_{L / K^{\prime}}(u)$ 。

Proof. Let $G=G(L / K), H=G\left(L / K^{\prime}\right)$. For every $\sigma^{\prime} \in G / H$, we choose a preimage $\sigma \in G$ of maximal value $i_{G}(\sigma)$ and show that

$$
\begin{equation*}
i_{G / H}\left(\sigma^{\prime}\right)-1=\Phi_{L / K^{\prime}}\left(i_{G}(\sigma)-1\right) \tag{A.17}
\end{equation*}
$$

Let $m=i_{G}(\sigma)$. If $\tau \in H$ belongs to $H_{m-1}=G_{m-1}\left(L / K^{\prime}\right)$, then $i_{G}(\tau) \geq m$, and $i_{G}(\sigma \tau) \geq m$ and so that $i_{G}(\sigma \tau)=m$. If $\tau \notin H_{m-1}$, then $i_{G}(\tau)<m$ and $i_{G}(\sigma \tau)=i_{G}(\tau)$. In both cases we therefore find that $i_{G}(\sigma \tau)=\min \left\{i_{G}(\tau), m\right\}$. Applying Proposition A.63, since $i_{G}(\tau)=i_{H}(\tau)$ and $e^{\prime}=e_{L / K^{\prime}}=\left|H_{0}\right|$, this gives

$$
i_{G / H}\left(\sigma^{\prime}\right)=\frac{1}{e^{\prime}} \sum_{\tau \in H} i_{G}(\sigma \tau)=\frac{1}{e^{\prime}} \sum_{\tau \in H} \min \left\{i_{G}(\tau), m\right\}
$$

Proposition A. 65 gives the formula (A.17), which in turn yields

$$
\begin{aligned}
& \sigma^{\prime} \in G_{u}(L / K) H / H \Leftrightarrow i_{G}(\sigma)-1 \geq u \\
\Leftrightarrow & \Phi_{L / K^{\prime}}\left(i_{G}(\sigma)-1\right) \geq \Phi_{L / K^{\prime}}(u) \Leftrightarrow i_{K^{\prime} / K}\left(\sigma^{\prime}\right)-1 \geq \Phi_{L / K^{\prime}}(u) \\
\Leftrightarrow & \sigma^{\prime} \in G_{v}\left(K^{\prime} / K\right), v=\Phi_{L / K^{\prime}}(u)
\end{aligned}
$$

Herbrand's Theorem is proved.
Since the function $\Phi$ is a homeomorphism of $[-1,+\infty)$ onto itself, its inverse exists. We denote by $\Psi:[-1,+\infty) \rightarrow[-1,+\infty)$ the inverse function of $\Phi$. The function $\Phi$ and $\Psi$ satisfy the following transitivity condition:

Proposition A.67. If $K^{\prime} / K$ is a Galois subextension of $L / K$, then

$$
\Phi_{L / K}=\Phi_{K^{\prime} / K} \circ \Phi_{L / K^{\prime}} \quad \text { and } \Psi_{L / K}=\Psi_{L / K^{\prime}} \circ \Psi_{K^{\prime} / K}
$$

Proof. For the ramification indices of the extensions $L / K, K^{\prime} / K$ and $L / K^{\prime}$ we have $e_{L / K}=e_{K^{\prime} / K} e_{L / K^{\prime}}$. From Herbrand's Theorem, we obtain $G_{u} / H_{u}=$ $(G / H)_{v}, v=\Phi_{L / K^{\prime}}(u)$. Thus

$$
\frac{1}{e_{L / K}}\left|G_{u}\right|=\frac{1}{e_{K^{\prime} / K}}\left|(G / H)_{v}\right| \frac{1}{e_{L / K^{\prime}}}\left|H_{u}\right| .
$$

The equation is equivalent to

$$
\Phi_{L / K}^{\prime}(u)=\Phi_{K^{\prime} / K}^{\prime}(v) \Phi_{L / K^{\prime}}^{\prime}(u)=\left(\Phi_{K^{\prime} / K} \circ \Phi_{L / K^{\prime}}\right)^{\prime}(u)
$$

As $\Phi_{L / K}(0)=\left(\Phi_{K^{\prime} / K} \circ \Phi_{L / K^{\prime}}\right)(0)$, it follows that $\Phi_{L / K}=\Phi_{K^{\prime} / K} \circ \Phi_{L / K^{\prime}}$ and the formula for $\Psi$ follows similarly.

We define the upper numbering of the ramification groups by

$$
\begin{equation*}
G^{v}:=G_{u}, \text { where } u=\Psi(v) \tag{A.18}
\end{equation*}
$$

Then $G^{\Phi(u)}=G_{u}$. We have $G^{-1}=G, G^{0}=G_{0}$ and $G^{v}=1$ for $v \gg 0$. We also have

$$
\begin{equation*}
\Psi(v)=\int_{0}^{v}\left[G^{0}: G^{w}\right] d w \tag{A.19}
\end{equation*}
$$

The advantage of the upper numbering of the ramification groups is that it is invariant when passing from $L / K$ to a Galois subextension.

Proposition A.68. Let $K^{\prime} / K$ be a Galois subextension of $L / K$ and $H=$ $G\left(L / K^{\prime}\right)$, then one has $G^{v}(L / K) H / H=G^{v}\left(K^{\prime} / K\right)$.

Proof. We put $u=\Psi_{K^{\prime} / K}(v), G^{\prime}=G_{K^{\prime} / K}$, apply the Herbrand theorem and Proposition A.67, and get

$$
\begin{aligned}
G^{v} H / H & =G_{\Psi_{L / K}(v)} H / H=G_{\Phi_{L / K^{\prime}}\left(\Psi_{L / K}(v)\right)}^{\prime} \\
& =G_{\Phi_{L / K^{\prime}}\left(\Psi_{L / K^{\prime}}(u)\right)}^{\prime}=G_{u}^{\prime}=G^{\prime v}
\end{aligned}
$$

The proposition is proved.

## A.3.4 Different and discriminant.

Let $L / K$ be a finite separable field extension. The ring of integers $\mathcal{O}_{L}$ is a free $\mathcal{O}_{K}$-module of finite rank.

Definition A.69. The different $\mathfrak{D}_{L / K}$ of $L / K$ is the inverse of the dual $\mathcal{O}_{K}$-module of $\mathcal{O}_{L}$ to the trace map inside L, i.e., an ideal of $L$ given by

$$
\begin{equation*}
\mathfrak{D}_{L / K}:=\left\{x \in L \mid \operatorname{Tr}\left(x^{-1} y\right) \in \mathcal{O}_{K} \text { for } y \in \mathcal{O}_{L}\right\} \tag{A.20}
\end{equation*}
$$

The discriminant $\delta_{L / K}$ is the ideal of $K$

$$
\begin{equation*}
\left[\mathfrak{D}_{L / K}^{-1}: \mathcal{O}_{L}\right]:=(\operatorname{det}(\rho)) \tag{A.21}
\end{equation*}
$$

where $\rho: \mathfrak{D}_{L / K}^{-1} \xrightarrow{\sim} \mathcal{O}_{L}$ is an isomorphism of $\mathcal{O}_{K}$-modules.

For every $x \in \mathfrak{D}_{L / K}$, certainly $\operatorname{Tr}\left(x^{-1}\right) \in \mathcal{O}_{K}$; moreover, $\mathfrak{D}_{L / K}$ is the maximal $\mathcal{O}_{L}$-module satisfying this property.

Suppose $\left\{e_{i}\right\}$ is a basis of $\mathcal{O}_{L} / \mathcal{O}_{K}$, let $\left\{e_{i}^{*}\right\}$ be a dual basis of $\mathfrak{D}_{L / K}^{-1}$. Let $e_{i}=\rho\left(e_{i}^{*}\right)$, then

$$
\delta_{L / K}=(\operatorname{det} \rho)
$$

and

$$
\operatorname{det} \operatorname{Tr}\left(e_{i}, e_{i}\right)=\operatorname{det} \rho \cdot \operatorname{det} \operatorname{Tr}\left(e_{i}, e_{i}^{*}\right)=\operatorname{det} \rho
$$

Thus the discriminant $\delta_{L / K}$ is given by

$$
\delta_{L / K}=\operatorname{det}\left(\operatorname{Tr}\left(e_{i} e_{j}\right)\right)=\operatorname{det}\left(\sigma\left(e_{i}\right)\right)^{2}
$$

where $\sigma$ runs through $K$-monomorphisms of $L$ into $K^{s}$. Note that $\left(\operatorname{det} \rho^{-1}\right)$ is the norm of the fractional ideal $\mathfrak{D}_{L / K}^{-1}$, thus $\delta_{L / K}=N_{L / K}\left(\mathfrak{D}_{L / K}\right)$.

Proposition A.70. Let $\mathfrak{a}$ (resp. $\mathfrak{b}$ ) be a fractional ideal of $K$ (resp. L), then

$$
\operatorname{Tr}(\mathfrak{b}) \subset \mathfrak{a} \Longleftrightarrow \mathfrak{b} \subset \mathfrak{a} \cdot \mathfrak{D}_{L / K}^{-1}
$$

Proof. The case $\mathfrak{a}=0$ is trivial. For $\mathfrak{a} \neq 0$,

$$
\begin{aligned}
\operatorname{Tr}(\mathfrak{b}) \subset \mathfrak{a} & \Leftrightarrow \mathfrak{a}^{-1} \operatorname{Tr}(\mathfrak{b}) \subset \mathcal{O}_{K} \Leftrightarrow \operatorname{Tr}\left(\mathfrak{a}^{-1} \mathfrak{b}\right) \subset \mathcal{O}_{K} \\
& \Leftrightarrow \mathfrak{a}^{-1} \mathfrak{b} \subset \mathfrak{D}_{L / K}^{-1} \Leftrightarrow \mathfrak{b} \subset \mathfrak{a} \cdot \mathfrak{D}_{L / K}^{-1}
\end{aligned}
$$

Corollary A.71. Let $M / L / K$ be separable extensions of finite degrees. Then

$$
\mathfrak{D}_{M / K}=\mathfrak{D}_{M / L} \cdot \mathfrak{D}_{L / K}, \quad \delta_{M / K}=\left(\delta_{L / K}\right)^{[M: L]} N_{L / K}\left(\delta_{M / L}\right)
$$

Proof. Repeating the equivalence of Proposition A. 70 to show that

$$
\mathfrak{c} \subset \mathfrak{D}_{M / L}^{-1} \Leftrightarrow \mathfrak{c} \subset \mathfrak{D}_{L / K} \cdot \mathfrak{D}_{M / K}^{-1} .
$$

Corollary A.72. Let $L / K$ be a finite extension of p-adic fields with ramification index e. Let $\mathfrak{D}_{L / K}=\mathfrak{m}_{L}^{m}$. Then for any integer $n \geq 0, \operatorname{Tr}\left(\mathfrak{m}_{L}^{n}\right)=\mathfrak{m}_{K}^{r}$ where $r=[(m+n) / e]$.

Proof. Since the trace map is $\mathcal{O}_{K}$-linear, $\operatorname{Tr}\left(\mathfrak{m}_{L}^{n}\right)$ is an ideal in $\mathcal{O}_{K}$. Now the proposition shows that $\operatorname{Tr}\left(\mathfrak{m}_{L}^{n}\right) \subset \mathfrak{m}_{K}^{r}$ if and only if

$$
\mathfrak{m}_{L}^{n} \subset \mathfrak{m}_{K}^{r} \cdot \mathfrak{D}_{L / K}^{-1}=\mathfrak{m}_{L}^{e r-m}
$$

i.e., if $r \leq(m+n) / e$.

Proposition A.73. Let $x \in \mathcal{O}_{L}$ such that $L=K[x]$, let $f(X)$ be the minimal polynomial of $x$ over $K$. Then $\mathfrak{D}_{L / K}=\left(f^{\prime}(x)\right)$ and $\delta_{L / K}=\left(N_{L / K} f^{\prime}(x)\right)$.

We need the following formula of Euler:

## Lemma A. 74 (Euler).

$$
\operatorname{Tr}\left(x^{i} / f^{\prime}(x)\right)= \begin{cases}0, & \text { if } i=0, \cdots, n-2  \tag{A.22}\\ 1, & \text { if } i=n-1\end{cases}
$$

where $n=\operatorname{deg} f$.
Proof. Let $x_{k}, k=1, \cdots, n$ be the conjugates of $x$ in the splitting field of $f(X)$. Then $\operatorname{Tr}\left(x^{i} / f^{\prime}(x)=\sum_{k} x_{k}^{i} / f^{\prime}\left(x_{k}\right)\right.$. Expanding both sides of the identity

$$
\frac{1}{f(X)}=\sum_{k=1}^{n} \frac{1}{f^{\prime}\left(x_{k}\right)\left(X-x_{k}\right)}
$$

into a power series of $1 / X$, and comparing the coefficients in degree $\leq n$, then the lemma follows.

Proof (Proof of Proposition A.73). Since $\left\{1, \cdots, x^{n-1}\right\}$ is a basis of $\mathcal{O}_{L}$, by induction and the above Lemma, one sees that $\operatorname{Tr}\left(x^{m} / f^{\prime}(x)\right) \in \mathcal{O}_{K}$ for every $m \in \mathbb{N}$. Thus $x^{i} / f^{\prime}(x) \in \mathfrak{D}_{L / K}^{-1}$. Moreover, the matrix $\left(a_{i j}\right), 0 \leq i, j \leq n-1$ for $a_{i j}=\operatorname{Tr}\left(x^{i+j} / f^{\prime}(x)\right)$ satisfies $a_{i j}=0$ for $i+j<n-1$ and $=1$ for $i+j=n-1$, thus the matrix has determinant $(-1)^{n(n-1)}$. Hence $x^{j} / f^{\prime}(x), 0 \leq j \leq n-1$ is a basis of $\mathfrak{D}_{L / K}^{-1}$.
Proposition A.75. Let $L / K$ be a finite Galois extension of local fields with Galois group G. Then

$$
\begin{align*}
v_{L}\left(\mathfrak{D}_{L / K}\right) & =\sum_{s \neq 1} i_{G}(s)=\sum_{i=0}^{\infty}\left(\left|G_{i}\right|-1\right)  \tag{A.23}\\
& =\int_{-1}^{\infty}\left(\left|G_{u}\right|-1\right) d u=\left|G_{0}\right| \int_{-1}^{\infty}\left(1-\left|G^{v}\right|^{-1}\right) d v
\end{align*}
$$

Thus

$$
\begin{equation*}
v_{K}\left(\mathfrak{D}_{L / K}\right)=\int_{-1}^{\infty}\left(1-\left|G^{v}\right|^{-1}\right) d v \tag{A.24}
\end{equation*}
$$

Proof. Let $x$ be a generator of $\mathcal{O}_{L}$ over $\mathcal{O}_{K}$ and let $f$ be its minimal polynomial. Then $\mathfrak{D}_{L / K}$ is generated by $f^{\prime}(x)$ by the above proposition. Thus

$$
v_{L}\left(\mathfrak{D}_{L / K}\right)=v_{L}\left(f^{\prime}(x)\right)=\sum_{s \neq 1} v_{L}(x-s(x))=\sum_{s \neq 1} i_{G}(s)
$$

The second and third equalities of (A.23) are easy. For the last equality,

$$
\int_{-1}^{\infty}\left(1-\left|G^{v}\right|^{-1}\right) d v=\int_{-1}^{\infty}\left(1-\left|G_{u}\right|^{-1}\right) \Phi^{\prime}(u) d u=\frac{1}{\left|G_{0}\right|} \int_{-1}^{\infty}\left(\left|G_{u}\right|-1\right) d u
$$

(A.24) follows easily from (A.23), since $v_{K}=\frac{1}{\left|G_{0}\right|} v_{L}$.

Corollary A.76. Let $L / M / K$ be finite Galois extensions of local fields. Then

$$
\begin{equation*}
v_{K}\left(\mathfrak{D}_{L / M}\right)=\int_{-1}^{\infty}\left(\frac{1}{|\operatorname{Gal}(M / K)|^{v}}-\frac{1}{|\operatorname{Gal}(L / K)|^{v}}\right) d v \tag{A.25}
\end{equation*}
$$

Proof. This follows from the transitive relation $\mathfrak{D}_{L / K}=\mathfrak{D}_{L / M} \mathfrak{D}_{M / K}$ and (A.24).

## A. 4 Ramification in $p$-adic Lie extensions

## A.4.1 Sen's filtration Theorem.

In this subsection, we shall give the proof of Sen's theorem about the Lie filtration and the ramification filtration agree in totally ramified $p=$ adic Lie extension. We follow the beautiful paper of Sen [Sen72].

Let $K$ be a $p$-adic field with perfect residue field $k$. Let $L$ be a totally ramified Galois extension of $K$ with Galois group $G=\operatorname{Gal}(L / K)$. Let $e=$ $e_{G}=v_{K}(p)$ be the absolute ramification index of $K$. Put

$$
v_{G}=\inf \left\{v \mid v \geq 0, G^{v+\varepsilon}=1 \text { for } \varepsilon>0\right\}
$$

and

$$
u_{G}=\inf \left\{u \mid u \geq 0, G_{u+\varepsilon}=1 \text { for } \varepsilon>0\right\}
$$

Then

$$
\begin{equation*}
u_{G}=\Psi_{G}\left(v_{G}\right) \leq|G| v_{G} \tag{А.26}
\end{equation*}
$$

Lemma A.77. One can always find a complete non-archimedean field extension $L^{\prime} / K^{\prime}$ with the same Galois group $G$ such that the residue field of $K^{\prime}$ is algebraically closed and the ramification groups of $L / K$ and $L^{\prime} / K^{\prime}$ coincide.

Proof. Pick a separable closure $K^{s}$ of $K$ containing $L$, then the maximal unramified extension $K^{\text {ur }}$ of $K$ inside $K^{s}$ and $L$ are linearly disjoint over $K$. Let $K^{\prime}=\widehat{K^{\text {ur }}}$ and $L^{\prime}=\widehat{L K^{\text {ur }}}$, then $\operatorname{Gal}\left(L^{\prime} / K^{\prime}\right)=\operatorname{Gal}(L / K)$. Moreover, if $x$ generates $\mathcal{O}_{L}$ as $\mathcal{O}_{K^{\prime}}$-algebra, then it also generates $\mathcal{O}_{L^{\prime}}$ as $\mathcal{O}_{K^{\prime}}$-algebra, thus the ramification groups coincide.

We first suppose $G=A$ is a finite abelian $p$-group.
Proposition A.78. If $v \leq \frac{e_{A}}{p-1}$, then $\left(A^{v}\right)^{p} \subseteq A^{p v}$; if $v>\frac{e_{A}}{p-1}$, then $\left(A^{v}\right)^{p}=$ $A^{v+e_{A}}$.

Proof. By the above lemma, we can assume that the residue field $k$ is algebraic closed. In this case, one can always find a quasi-finite field $k_{0}$, such that $k$ is the algebraic closure of $k_{0}$ (cf. [Ser80], Ex.3, p.192). Regard $K_{0}=W\left(k_{0}\right)\left[\frac{1}{p}\right]$ a subfield of $K$. By general argument from field theory (cf. [Ser80], Lemma 7, p.89), one can find a finite extension $K_{1}$ of $K_{0}$ inside $K$ and a finite totally
ramified extension $L_{1}$ of $K_{1}$, such that: (i) $K / K_{1}$ is unramified and hence $L_{1}$ and $K$ are linearly disjoint over $K_{1}$; (ii) $L_{1} K=L$. Thus $\operatorname{Gal}\left(L_{1} / K_{1}\right)=$ $\operatorname{Gal}(L / K)$ and their ramification groups coincide. As the residue field of $K_{1}$ is a finite extension of $k_{0}$, hence it is quasi-finite. The proposition is reduced to the case that the residue field $k$ is quasi-finite.

Now the proposition follows from the well-known fact that

$$
\begin{array}{ll}
U_{v}^{p} \subset U_{p v}, & \text { if } v \leq \frac{e_{A}}{p-1} \\
U_{v}^{p}=U_{v+e}, & \text { if } v>\frac{e_{A}}{p-1}
\end{array}
$$

and the following lemma.
Lemma A.79. Suppose $K$ is a complete discrete valuation field with quasifinite residue field. Let $L / K$ be an abelian extension with Galois group A. Then the image of $U_{K}^{n}$ under the reciprocity map $K^{*} \rightarrow G$ is dense in $A^{n}$.
Proof. This is an application of local class field theory, see Serre [Ser80], Theorem 1, p. 228 for the proof.
Corollary A.80. For $n \in \mathbb{N}$, let $A_{(n)}$ be the $n$-torsion subgroup of $A$. If $v_{A} \leq$ $\frac{p}{p-1} e_{A}$, then $v_{A} \geq p^{m} v_{A / A_{\left(p^{m}\right)}}$ for all $m \geq 1$; if $v_{A}>\frac{p}{p-1} e_{A}$, then $v_{A}=$ $v_{A / A_{(p)}}+e_{A}$.
Proof. If $v_{A} \leq \frac{p}{p-1} e_{A}$, then $t_{m}=p^{-m} v_{A} \leq \frac{1}{p-1} e_{A}$, and $\left(A^{t_{m}+\varepsilon}\right)^{p^{m}}=$ $A^{p^{m} t_{m}+\varepsilon}=A^{v_{A}+\varepsilon}=1$ for $\varepsilon>0$, then $A^{t_{m}+\varepsilon} \subset A_{\left(p^{m}\right)}$ and thus $v_{A / A_{\left(p^{m}\right)}} \leq$ $p^{-m} v_{A}$.

If $v_{A}>\frac{p}{p-1} e_{A}$, then $t=v_{A}-e_{A}>\frac{1}{p-1} e_{A}$, and $\left(A^{t+\varepsilon}\right)^{p}=A\left(t+\varepsilon+e_{A}\right)=$ $A\left(v_{A}+\varepsilon\right)$ for $\varepsilon \geq 0$. Thus $v_{A}=v_{A / A_{(p)}}+e_{A}$.
Definition A.81. We call $A$ small if $v_{A} \leq \frac{p}{p-1} e_{A}$, or equivalently, if $\left(A^{x}\right)^{p} \subseteq$ $A^{p x}$ for all $x \geq 0$.
Lemma A.82. If $A$ is small, then for every $m \geq 1$,

$$
\begin{equation*}
u_{A} \geq p^{m-1}(p-1)\left(A_{\left(p^{m}\right)}: A_{(p)}\right) u_{A / A_{\left(p^{m}\right)}} \tag{A.27}
\end{equation*}
$$

Proof. For every $\varepsilon>0$, we have

$$
\begin{aligned}
u_{A} & =\Psi_{A}\left(v_{A}\right)=\int_{0}^{v_{A}}\left(A: A^{t}\right) d t \geq \Psi_{A}\left(v_{A}\right) \geq \int_{p^{-1} v_{A}+\varepsilon}^{v_{A}}\left(A: A^{t}\right) d t \\
& \geq\left(v_{A}-p^{-1} v_{A}-\varepsilon\right)\left(A: A^{p^{-1} v_{A}+\varepsilon}\right) \geq\left(v_{A} \cdot \frac{p-1}{p}-\varepsilon\right)\left(A: A_{(p)}\right) .
\end{aligned}
$$

The last inequality holds since $\left(A^{p^{-1} v_{A}+\varepsilon}\right)^{p}=1$ by Proposition A.78. Then by Corollary A.80,

$$
u_{A} \geq v_{A}\left(A: A_{(p)}\right) \cdot \frac{p}{p-1} \geq p^{m-1}(p-1) v_{A / A_{\left(p^{m}\right)}}\left(A: A_{(p)}\right)
$$

Since $u_{A / A_{\left(p^{m}\right)}} \leq v_{A / A_{\left(p^{m}\right)}}\left(A: A_{\left(p^{m}\right)}\right)$ by (A.26), we have the desired result.

We now suppose $G$ is a $p$-adic Lie group of dimension $d>0$ with a Lie filtration $\{G(n)\}$. We suppose $G(1)$ is a non-trivial pro- $p$ group and that

$$
G(n)=G(n+1)^{p^{-1}}=\left\{s \in G \mid s^{p} \in G(n+1)\right\}
$$

For $n \geq 1$, we denote

$$
\begin{equation*}
\Psi_{n}=\Psi_{G / G(n)}, v_{n}=v_{G / G(n)}, \quad u_{n}=u_{G / G(n)}=\Psi_{n}\left(v_{n}\right), e_{n}=e_{G(n)} \tag{A.28}
\end{equation*}
$$

Proposition A.83. For each $n \geq 1$ we have $G^{v} \cap G(n)=G(n)^{\Psi_{n}(v)}$ for $v \geq 0$. In particular,

$$
\begin{equation*}
G^{v}=G(n)^{u_{n}+\left(v-v_{n}\right)(G: G(n))}, \quad \text { for } v>v_{n} \tag{A.29}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
G^{v_{n}+t e}=G(n)^{u_{n}+t e_{n}}, \quad \text { for } t>0 \tag{A.30}
\end{equation*}
$$

As a consequence, for $n, r \geq 1$,

$$
\begin{equation*}
v_{G(n) / G(n+r)}=u_{n}+\left(v_{n+r}-v_{n}\right)(G: G(n)) \tag{A.31}
\end{equation*}
$$

Proof. We have

$$
G^{v} \cap G(n)=G_{\Psi_{G}(v)} \cap G(n)=G(n)_{\Psi_{G}(v)}=G(n)^{\Phi_{G(n)} \Psi_{G}(v)}=G(n)^{\Psi_{n}(v)}
$$

since $\Psi_{G}=\Psi_{G(n)} \Psi_{n}$. For $v>v_{n}$, then $G^{v} \subset G_{n}$ and

$$
\Psi_{n}(v)=\Psi_{n}\left(v_{n}\right)+\int_{v_{n}}^{v}(G: G(n)) d v=u_{n}+\left(v-v_{n}\right)(G: G(n))
$$

Now $v=v_{G(n) / G(n+r)}$ is characterized by the fact that $G(n)^{v} \nsubseteq G(n+r)$ and $G(n)^{v+\varepsilon} \subseteq G(n+r)$ for all $\varepsilon \geq 0$, but $x=v_{n+r}$ is characterized by the fact that $G^{x} \nsubseteq G(n+r)$ and $G^{x+\varepsilon} \subseteq G(n+r)$ for all $\varepsilon \geq 0$, thus (A.31) follows from (A.29).

Proposition A.84. There exists an integer $n_{1}$ and a constant $c$ such that for all $n \geq n_{1}$,

$$
v_{n+1}=v_{n}+e \quad \text { and } \quad v_{n}=n e+c
$$

Proof. By (A.30), we can replace $G$ by $G\left(n_{0}\right)$ for some fixed $n_{0}$ and $G(n)$ by $G\left(n_{0}+n\right)$. Thus we can suppose $G=\exp \mathscr{L}$, where $\mathscr{L}$ is an order in the Lie algebra $\operatorname{Lie}(G)$ such that $[\mathscr{L}, \mathscr{L}] \subset p^{3} \mathscr{L}$ and that $G(n)=\exp p^{n} \mathscr{L}$. Then $(G: G(n))=p^{n d}$ for all $n$, and for $r \leq n+1$, there are isomorphisms

$$
\begin{equation*}
G(n) / G(n+r) \xrightarrow{\log } p^{n} \mathscr{L} / p^{n+r} \mathscr{L} \xrightarrow{p^{-n}} \mathscr{L} / p^{r} \mathscr{L} \cong\left(\mathbb{Z} / p^{r} \mathbb{Z}\right)^{d} \tag{A.32}
\end{equation*}
$$

Thus $G(n) / G(n+d+3)$ is abelian for sufficient large $n$.

If $G(n) / G(n+r)$ is abelian and small for $r \geq 2$, then apply Lemma A. 82 with $A=G(n) / G(n+r), m=r-1$. Note that in this case $u_{n+r}=u_{A}$ and $u_{n+1}=u_{A / A_{\left(p^{r-1}\right)}}$, then

$$
\frac{u_{n+r}}{e_{n+r}} \geq(p-1) p^{r-2-d} \cdot \frac{u_{n+1}}{e_{n+1}}
$$

But note that the sequence $u_{n} / e_{n} \leq \frac{1}{p-1}$ is bounded, then for $r=d+3$, $G(n) / G(n+d+3)$ can not be all small.

We can thus assume $G_{n_{0}} / G_{n_{1}+1}$ is not small, then by Corollary A.80,

$$
v_{G\left(n_{0}\right) / G\left(n_{1}+1\right)}=v_{G\left(n_{0}\right) / G\left(n_{1}\right)}+e_{n_{0}},
$$

and by (A.31), then

$$
v_{n_{1}+1}=v_{n_{1}}+e .
$$

Hence $G\left(n_{1}\right) / G\left(n_{1}+2\right)$ is not small and $v_{n_{1}+2}=v_{n_{1}+1}+e$. Continue this procedure inductively, we have the proposition.

Theorem A.85. There is a constant $c$ such that

$$
G^{n e+c} \subset G(n) \subset G^{n e-c}
$$

for all $n$.
Remark A.86. The above theorem means that the filtration of $G$ by ramification subgroups with the upper numbering agrees with the Lie filtration.

If $G=\mathbb{Z}_{p}$, the above results were shown to be true by Wyman [Wym69], without using class field theory.

Proof. We can assume the assumptions in the first paragraph of the proof of Proposition A. 84 and (A.32) hold. We assume $n \geq n_{1}>1$.

Let $c_{1}$ be the constant given in Proposition A.84. Let $c_{0}=c_{1}+\frac{\alpha e}{p-1}$ for some constant $\alpha \geq 1$. By Proposition A.84, $G^{n e+c_{0}} \subset G_{n}$ for large $n$.

By (A.30),

$$
G^{n e+c_{0}}=G^{v_{n}+\frac{\alpha e}{p-1}}=G(n)^{u_{n}+\frac{\alpha e_{n}}{p-1}} .
$$

Apply Proposition A. 78 to $A=G(n) / G(2 n+1)$, since $u_{n}+\frac{\alpha e_{n}}{p-1}>\frac{e_{n}}{p-1}$, we have

$$
\begin{equation*}
\left(G^{n e+c_{0}}\right)^{p} G(2 n+1)=G^{(n+1) e+c_{0}} G(2 n+1) \tag{A.33}
\end{equation*}
$$

Put

$$
M_{n}=p^{-n} \log \left(G^{n e+c_{0}} G(2 n) / G(2 n)\right) \subset \mathscr{L} / p^{n} \mathscr{L}
$$

Then (A.33) implies that $M_{n}$ is the image of $M_{n+1}$ under the canonical map $\mathscr{L} / p^{n+1} \mathscr{L} \rightarrow \mathscr{L} / p^{n} \mathscr{L}$. Let

$$
M={\underset{\check{n}}{n}}_{\lim } M_{n} \subset \mathscr{L} .
$$

Then $M_{n}=\left(M+p^{n} \mathscr{L}\right) / p^{n} \mathscr{L}$. We let

$$
I=\mathbb{Q}_{p} M \cap \mathscr{L} .
$$

Since the ramification subgroups $G^{n e+c_{0}}$ are invariant in $G$, each $M_{n}$ and hence $M$ is stable under the adjoint action of $G$ on $\mathscr{L}$. Hence $\mathbb{Q}_{p} M$, as a subspace of $\operatorname{Lie}(G)$, is stable under the adjoint action of $G$, hence is an ideal of $\operatorname{Lie}(G)=\mathbb{Q}_{p} \mathscr{L}$. As a result, $I$ is an ideal in $\mathscr{L}$. Let $N=\exp I$ and $\bar{G}=G / N$. Then $\bar{G}$ is a $p$-adic Lie group filtered by $\bar{G}(n)=\exp p^{n} \overline{\mathscr{L}}$ where $\overline{\mathscr{L}}=\mathscr{L} / I$.

A key fact of Sen's proof is the following Lemma:
Lemma A.87. $\operatorname{dim} \bar{G}=0$, i.e., $\bar{G}=1$.
Proof (Proof of the Lemma). If not, we can apply the proceeding theory to $\bar{G}$ to get a sequence $\bar{v}_{n}$ and a constant $\bar{c}_{1}$ such that $\bar{v}_{n}=n e+\bar{c}_{1}$ for $n \geq \bar{n}_{1}$. But on the other hand, we have

$$
\bar{G}^{n e+c_{0}}=G^{n e+c_{0}} N / N \subset G(2 n) N / N=\bar{G}(2 n)
$$

since
$G^{n e+c_{0}} G(2 n) / G(2 n)=\exp \left(p^{n} M_{n}\right) \subset \exp \left(\left(p^{n} I+p^{2 n} \mathscr{L}\right) / p^{2 n} \mathscr{L}\right)=N(n) G(2 n) / G(2 n)$.
Hence for all $n \geq n_{1}$ and $\bar{n}_{1}$, one gets $n e+c_{0}>\bar{v}_{2 n}=2 n e+\bar{c}_{1}$, which is a contradiction.

By the lemma, thus we have $I=\mathscr{L}$, i.e., $p^{n_{0}} \mathscr{L} \subset M$ for some $n_{0}$. Then for large $n$,

$$
p^{n_{0}} \mathscr{L} / p^{n} \mathscr{L} \subset\left(p^{n_{0}} \mathscr{L}+M\right) / p^{n} \mathscr{L}=M_{n}
$$

Applying the operation $\exp \circ p^{n}$, we get

$$
G\left(n+n_{0}\right) / G(2 n) \subset G^{n e+c_{0}} G(2 n) / G(2 n)
$$

Thus $G^{n e+c_{0}}$ contains elements of $G\left(n+n_{0}\right)$ which generate $G\left(n+n_{0}\right)$ modulo $G\left(n+n_{0}+1\right)$. It follows that $G^{n e+c_{0}} \supset G\left(n+n_{0}\right)$ as $G^{n e+c_{0}}=$ $\varliminf_{\longleftarrow} G^{n e+c_{0}} G(m) / G(m)$ is closed. This completes the proof of the theorem.

## A.4.2 Totally ramified $\mathbb{Z}_{\boldsymbol{p}}$-extensions.

Let $K$ be a $p$-adic field. Let $K_{\infty}$ be a totally ramified extension of $K$ with Galois group $\Gamma=\mathbb{Z}_{p}$. Let $K_{n}$ be the subfield of $K_{\infty}$ which corresponds to the closed subgroup $\Gamma(n)=p^{n} \mathbb{Z}_{p}$. Let $\gamma$ be a topological generator of $\Gamma$ and $\gamma_{n}=\gamma^{p^{n}}$ be a generator of $\Gamma_{n}$.

For the higher ramification groups $\Gamma^{v}$ of $\Gamma$ with the upper numbering, suppose $\Gamma^{v}=\Gamma(i)$ for $v_{i}<v \leq v_{i+1}$, then by Proposition A. 84 or by Wyman's
result [Wym69], we have $v_{n+1}=v_{n}+e$ for $n \gg 0$. By Herbrand's Theorem (Theorem A.66),

$$
\operatorname{Gal}\left(K_{n} / K\right)^{v}=\Gamma^{v} \Gamma(n) / \Gamma(n)= \begin{cases}\Gamma(i) / \Gamma(n), & \text { if } v_{i}<v \leq v_{i+1}, i \leq n  \tag{A.34}\\ 1, & \text { otherwise }\end{cases}
$$

Proposition A.88. Let $L$ be a finite extension of $K_{\infty}$. Then

$$
\operatorname{Tr}_{L / K_{\infty}}\left(\mathcal{O}_{L}\right) \supset \mathfrak{m}_{K_{\infty}}
$$

Proof. Replace $K$ by $K_{n}$ if necessary, we may assume $L=L_{0} K_{\infty}$ such that $L_{0} / K$ is finite and linearly disjoint from $K_{\infty}$ over $K$. We may also assume that $L_{0} / K$ is Galois. Put $L_{n}=L_{0} K_{n}$. Then by (A.25),

$$
v_{K}\left(\mathfrak{D}_{L_{n} / K_{n}}\right)=\int_{-1}^{\infty}\left(\left|\operatorname{Gal}\left(K_{n} / K\right)^{v}\right|^{-1}-\left|\operatorname{Gal}\left(L_{n} / K\right)^{v}\right|^{-1}\right) d v
$$

Suppose that $\operatorname{Gal}\left(L_{0} / K\right)^{v}=1$ for $v \geq h$, then $\operatorname{Gal}(L / K)^{v} \subseteq \Gamma$ and $\operatorname{Gal}\left(L_{n} / K\right)^{v}=\operatorname{Gal}\left(K_{n} / K\right)^{v}$ for $v \geq h$. We have

$$
v_{K}\left(\mathfrak{D}_{L_{n} / K_{n}}\right) \leq \int_{-1}^{h}\left|\operatorname{Gal}\left(K_{n} / K\right)^{v}\right|^{-1} d v \rightarrow 0
$$

as $n \rightarrow \infty$ by (A.34). Now the proposition follows from Corollary A.72.
Corollary A.89. For any $a>0$, there exists $x \in L$, such that

$$
\begin{equation*}
v_{K}(x)>-a \text { and } \operatorname{Tr}_{L / K_{\infty}}(x)=1 \tag{A.35}
\end{equation*}
$$

Proof. For any $a>0$, find $\alpha \in \mathcal{O}_{L}$ such that $v_{K}\left(\operatorname{Tr}_{L / K_{\infty}}(\alpha)\right)$ is less than $a$. Let $x=\frac{\alpha}{\operatorname{Tr}_{L / K_{\infty}}(\alpha)}$, then $x$ satisfies (A.35).
Remark A.90. Clearly the proposition and the corollary are still true if replacing $K_{\infty}$ by any field $M$ such that $K_{\infty} \subset M \subset L$. (A.35) is called the almost étale condition.

Proposition A.91. There is a constant $c$ such that

$$
v_{K}\left(\mathfrak{D}_{K_{n} / K}\right)=e n+c+p^{-n} a_{n}
$$

where $a_{n}$ is bounded.
Proof. We apply (A.34) and (A.24), then

$$
v_{K}\left(\mathfrak{D}_{K_{n} / K}\right)=\int_{-1}^{\infty}\left(1-\left|\operatorname{Gal}\left(K_{n} / K\right)^{v}\right|^{-1}\right) d v=e n+c+p^{-n} a_{n}
$$

Corollary A.92. There is a constant $c$ which is independent of $n$ such that for $x \in K_{n}$, we have

$$
v_{K}\left(p^{-n} \operatorname{Tr}_{K_{n} / K}(x)\right) \geq v_{K}(x)-c
$$

Proof. By the above proposition, $v_{K}\left(\mathfrak{D}_{K_{n+1} / K_{n}}\right)=e+p^{-n} b_{n}$ where $b_{n}$ is bounded. Let $\mathcal{O}_{n}$ be the ring of integers of $K_{n}$ and $\mathfrak{m}_{n}$ its maximal ideal, let $\mathfrak{D}_{K_{n+1} / K_{n}}=\mathfrak{m}_{n+1}^{d}$, then

$$
\operatorname{Tr}_{K_{n+1} / K_{n}}\left(\mathfrak{m}_{n+1}^{i}\right)=\mathfrak{m}_{n}^{j}
$$

where $j=\left[\frac{i+d}{p}\right]$ (cf. Corollary A.72). Thus

$$
v_{K}\left(p^{-1} \operatorname{Tr}_{K_{n+1} / K_{n}}(x)\right) \geq v_{K}(x)-a p^{-n}
$$

for some $a$ independent of $n$. The corollary then follows.
Definition A.93. For $x \in K_{\infty}$, if $x \in K_{n+m}$, we define

$$
R_{n}(x)=p^{-m} \operatorname{Tr}_{K_{n+m} / K_{n}}(x), \quad R_{n+i}^{*}(x)=R_{n+i}(x)-R_{n+i-1}(x)
$$

$R_{n}(x)$ is called Tate's normalized trace map.
Remark A.94. Use the transitive properties of the trace map and the fact $\left[K_{n+m}: K_{n}\right]=p^{m}$, one can easily see that $p^{-m} \operatorname{Tr}_{K_{n+m} / K_{n}}(x)$ does not depend on $m$ such that $x \in K_{n+m}$.

For $n=0$, we write $R_{0}(x)=R(x)$.
Proposition A.95. There exists a constant $d>0$ such that for all $x \in K_{\infty}$,

$$
v_{K}(x-R(x)) \geq v_{K}(\gamma x-x)-d
$$

Proof. We prove by induction on $n$ an inequality

$$
\begin{equation*}
v_{K}(x-R(x)) \geq v_{K}(\gamma x-x)-c_{n}, \text { if } x \in K_{n} \tag{A.36}
\end{equation*}
$$

with $c_{n+1}=c_{n}+a p^{-n}$ for some constant $a>0$.
For $x \in K_{n+1}$, let $\gamma_{n}=\gamma^{p^{n}}$, then

$$
p x-\operatorname{Tr}_{K_{n+1} / K_{n}}(x)=p x-\sum_{i=0}^{p-1} \gamma_{n}^{i} x=\sum_{i=1}^{p-1}\left(1+\gamma_{n}+\cdots+\gamma_{n}^{i-1}\right)\left(1-\gamma_{n}\right) x
$$

thus

$$
v_{K}\left(x-p^{-1} \operatorname{Tr}_{K_{n+1} / K_{n}}(x)\right) \geq v_{K}\left(x-\gamma_{n} x\right)-e
$$

In particular, let $c_{1}=e$, (A.36) holds for $n=1$.
In general, for $x \in K_{n+1}$, then

$$
R\left(\operatorname{Tr}_{K_{n+1} / K_{n}} x\right)=p R(x), \text { and }(\gamma-1) \operatorname{Tr}_{K_{n+1} / K_{n}}(x)=\operatorname{Tr}_{K_{n+1} / K_{n}}(\gamma x-x)
$$

By induction,

$$
\begin{aligned}
v_{K}\left(\operatorname{Tr}_{K_{n+1} / K_{n}}(x)-p R(x)\right) & \geq v_{K}\left(\operatorname{Tr}_{K_{n+1} / K_{n}}(\gamma x-x)\right)-c_{n} \\
& \geq v_{K}(\gamma x-x)-e-a p^{-n}-c_{n}
\end{aligned}
$$

thus

$$
\begin{aligned}
v_{K}(x-R(x)) & \geq \min \left(v_{K}\left(x-p^{-1} \operatorname{Tr}_{K_{n+1} / K_{n}}(x)\right), v_{K}(\gamma x-x)-c_{n}-a p^{-n}\right) \\
& \geq v_{K}(\gamma x-x)-\max \left(c_{1}, c_{n}+a p^{-n}\right)
\end{aligned}
$$

which establishes the inequality (A.36) for $n+1$.
Remark A.96. If we take $K_{n}$ as a ground field instead of $K$ and replace $R(x)$ by $R_{n}(x)$, from the proof we have a corresponding inequality with the same $d$.

By Corollary A.92, the linear operator $R_{n}$ is continuous on $K_{\infty}$ for each $n$ and therefore extends to $\widehat{K}_{\infty}$ by continuity. As $K_{n}$ is complete, $R_{n}\left(K_{\infty}\right)=K_{n}$ for each $n$. Denote

$$
X_{n}:=\left\{x \in \widehat{K}_{\infty}, R_{n}(x)=0\right\}
$$

Then $X_{n}$ is a closed subspace of $\widehat{K}_{\infty}$.
Proposition A.97. (1) $\widehat{K}_{\infty}=K_{n} \oplus X_{n}$ for each $n$.
(2) The operator $\gamma_{n}-1$ is bijective on $X_{n}$ and has a continuous inverse such that

$$
v_{K}\left(\left(\gamma_{n}-1\right)^{-1}(x)\right) \geq v_{K}(x)-d
$$

for $x \in X_{n}$.
(3) If $\lambda$ is a principal unit which is not a root of unity, or if $v_{K}(\lambda-1)>d$, then $\gamma-\lambda$ has a continuous inverse on $\widehat{K}_{\infty}$.

Proof. It suffices to prove the case $n=0$.
(1) follows immediately from the fact that $R=R \circ R$ is idempotent.
(2) Let $K_{n, 0}=K_{n} \cap X_{0}$, then $K_{n}=K \oplus K_{n, 0}$ and $X_{0}$ is the completion of $K_{\infty, 0}=\cup K_{n, 0}$. Note that $K_{n, 0}$ is a finite dimensional $K$-vector, the operator $\gamma-1$ is injective on $K_{n, 0}$, and hence bijective on $K_{n, 0}$ and on $K_{\infty, 0}$. By Proposition A.95, then

$$
v_{K}\left((\gamma-1)^{-1}(y)\right) \geq v_{K}(y)-d
$$

for $y=(\gamma-1) x \in K_{n, 0}$. Hence $(\gamma-1)^{-1}$ extends by continuity to $X_{0}$ and the inequality still holds.
(3) Since $\gamma-\lambda$ is obviously bijective and has a continuous inverse on $K$ for $\lambda \neq 1$, we con restrict our attention to its action on $X_{0}$. Note that

$$
\gamma-\lambda=(\gamma-1)\left(1-(\gamma-1)^{-1}(\lambda-1)\right)
$$

we just need to show that $1-(\gamma-1)^{-1}(\lambda-1)$ has a continuous inverse. If $v_{K}(\lambda-1)>d$ for the $d$ in Proposition A.95, then $V_{K}\left((\gamma-1)^{-1}(\lambda-1)(x)\right)>1$ in $X_{0}$ and

$$
1-(\gamma-1)^{-1}(\lambda-1)=\sum_{k \geq 0}\left((\gamma-1)^{-1}(\lambda-1)\right)^{k}
$$

is the continuous inverse in $X_{0}$ and $\gamma-\lambda$ has a continuous inverse in $X$.
In general, as $d$ is unchanged if replacing $K$ by $K_{n}$, we can assume $v_{K}\left(\lambda^{p^{n}}-\right.$ 1) $>d$ for $n \gg 0$. Then $\gamma^{p^{n}}-\lambda^{p^{n}}$ has a continuous inverse in $X$ and so does $\gamma-\lambda$.

## A. 5 Continuous Cohomology

## A.5.1 Abelian cohomology.

Definition A.98. Let $G$ be a group. A $G$-module is an abelian group with a linear action of $G$. If $G$ is a topological group, a topological $G$-module is a topological abelian group equipped with a linear and continuous action of $G$.

Let $\mathbb{Z}[G]$ be the ring algebra of the group $G$ over $\mathbb{Z}$, that is,

$$
\mathbb{Z}[G]=\left\{\sum_{g \in G} a_{g} g: a_{g} \in \mathbb{Z}, a_{g}=0 \text { for almost all } g\right\}
$$

A $G$-module may be viewed as a left $\mathbb{Z}[G]$-module by setting

$$
\left(\sum a_{g} g\right)(x)=\sum a_{g} g(x), \text { for all } a_{g} \in \mathbb{Z}, g \in G, x \in X
$$

The $G$-modules form an abelian category.
Let $M$ be a topological $G$-module. For any $n \in \mathbb{N}$, the abelian group of continuous $n$-cochains $C_{\text {cont }}^{n}(G, M)$ is defined as the group of continuous maps $G^{n} \rightarrow M$ for $n>0$, and for $n=0, C_{\mathrm{cont}}^{0}(G, M):=M$. Let

$$
d_{n}: C_{\mathrm{cont}}^{n}(G, M) \longrightarrow C_{\mathrm{cont}}^{n+1}(G, M)
$$

be given by

$$
\begin{aligned}
& \left(d_{0} a\right)(g)=g(a)-a \\
& \left(d_{1} f\right)\left(g_{1}, g_{2}\right)=g_{1}\left(f\left(g_{2}\right)\right)-f\left(g_{1} g_{2}\right)+f\left(g_{1}\right) \\
& \left(d_{n} f\right)\left(g_{1}, g_{2}, \cdots, g_{n}, g_{n+1}\right)=g_{1}\left(f\left(g_{2}, \cdots, g_{n}, g_{n+1}\right)\right) \\
& \quad+\quad \sum_{i=1}^{n}(-1)^{i} f\left(g_{1}, g_{2}, \cdots, g_{i-1}, g_{i} g_{i+1}, \cdots, g_{n}, g_{n+1}\right) \\
& \quad+(-1)^{n+1} f\left(g_{1}, g_{2}, \cdots, g_{n}\right)
\end{aligned}
$$

We have $d_{n+1} d_{n}=0$, thus the sequence $C_{\text {cont }}^{\bullet}(G \cdot M)$ :

$$
C_{\mathrm{cont}}^{0}(G, M) \xrightarrow{d_{0}} C_{\mathrm{cont}}^{1}(G, M) \xrightarrow{d_{1}} C_{\mathrm{cont}}^{2}(G, M) \xrightarrow{d_{2}} \cdots \xrightarrow{d_{n-1}} C_{\mathrm{cont}}^{n}(G, M) \xrightarrow{d_{n}} \cdots
$$

is a cochain complex.

Definition A.99. Set

$$
\begin{aligned}
& Z_{\mathrm{cont}}^{n}(G, M)=\operatorname{Ker} d_{n}, \quad B_{\mathrm{cont}}^{n}(G, M)=\operatorname{Im} d_{n}, \\
& H_{\mathrm{cont}}^{n}(G, M)=Z^{n} / B^{n}=H^{n}\left(C^{\bullet}(G, M)\right)
\end{aligned}
$$

and call them as the group of continuous $n$-cocycles, the group of continuous $n$-coboundaries and the $n$-th continuous cohomology group of $M$ respectively.

Clearly we have
Proposition A.100. (1) $H_{\mathrm{cont}}^{0}(G, M)=Z^{0}=M^{G}=\{a \in M \mid g(a)=$ a, for all $g \in G\}$.
$H_{\mathrm{cont}}^{1}(G, M)=\frac{Z^{1}}{B^{1}}=\frac{\left\{f: G \rightarrow M \mid f \text { continuous, } f\left(g_{1} g_{2}\right)=g_{1} f\left(g_{2}\right)+f\left(g_{1}\right)\right\}}{\left\{\sigma_{a}=(g \mapsto g \cdot a-a): a \in M\right\}}$.
Corollary A.101. When $G$ acts trivially on $M$, then

$$
H_{\mathrm{cont}}^{0}(G, M)=M, \quad H_{\mathrm{cont}}^{1}(G, M)=\operatorname{Hom}(G, M)
$$

The cohomological functors $H^{n}(G,-)$ are functorial. If $\eta: M_{1} \rightarrow M_{2}$ is a morphism of topological $G$-modules, then it induces a morphism of complexes $C_{\text {cont }}^{\bullet}\left(G, M_{1}\right) \rightarrow C_{\text {cont }}^{\bullet}\left(G, M_{2}\right)$, which then induces morphism from $Z_{\text {cont }}^{n}\left(G, M_{1}\right)$ (resp. $B_{\text {cont }}^{n}\left(G, M_{1}\right)$ or $\left.H_{\text {cont }}^{n}\left(G, M_{1}\right)\right)$ to $Z_{\text {cont }}^{n}\left(G, M_{2}\right)$ (resp. $B_{\text {cont }}^{n}\left(G, M_{2}\right)$ or $\left.H_{\text {cont }}^{n}\left(G, M_{2}\right)\right)$.

Proposition A.102. For a short exact sequence of topological G-modules

$$
0 \longrightarrow M^{\prime} \xrightarrow{\alpha} M \xrightarrow{\beta} M^{\prime \prime} \longrightarrow 0
$$

then there is an exact sequence
$0 \rightarrow M^{\prime G} \rightarrow M^{G} \rightarrow M^{\prime \prime G} \xrightarrow{\delta} H_{\mathrm{cont}}^{1}\left(G, M^{\prime}\right) \rightarrow H_{\mathrm{cont}}^{1}(G, M) \rightarrow H_{\mathrm{cont}}^{1}\left(G, M^{\prime \prime}\right)$, where for any $a \in\left(M^{\prime \prime}\right)^{G}, \delta(a)$ is defined as follows: choose $x \in M$ such that $\beta(x)=a$, then define $\delta(a)$ to be the continuous 1-cocycle $g \mapsto \alpha^{-1}(g(x)-x)$.
Proof. Note that for any $g \in G, \beta(g(x)-x)=\beta(g(x))-\beta(x)=g(\beta(x))-$ $\beta(x)=g(a)-a=0$, Thus $g(x)-x \in \operatorname{Im} \alpha$, so that $\alpha^{-1}(g(x)-x)$ is meaningful.

The proof is routine. We omit it here.
Remark A.103. From the above proposition, the functor $H^{0}(G,-)$ is left exact. In general, the category of topological $G$-modules does not have sufficiently many injective objects, and it is not possible to have a long exact sequence.

However, if $\beta$ admits a continuous set theoretic section $s: M^{\prime \prime} \rightarrow M$, one can define a map

$$
\delta_{n}: H_{\mathrm{cont}}^{n}\left(G, M^{\prime \prime}\right) \longrightarrow H_{\mathrm{cont}}^{n+1}\left(G, M^{\prime}\right), \quad \text { for all } n \in \mathbb{N}
$$

to get a long exact sequence (ref. Tate [Tat76]).

## Two special cases.

(1). If $G$ is a group with the discrete topology,

$$
H^{n}(G, M)=H_{\text {cont }}^{n}(G, M)
$$

and one has a long exact sequence.
(2). If $G$ is a profinite group and $M$ is equipped with the discrete topology, we also have a long exact sequence. In this situation, to say that $G$ acts continuously means that, for all $a \in M$, the group $G_{a}=\{g \in G \mid g(a)=a\}$ is open in $G$. In this case, $M$ is called a discrete $G$-module. We set

$$
H^{n}(G, M)=H_{\mathrm{cont}}^{n}(G, M) .
$$

Denote by $\mathcal{H}$ the set of normal open subgroups of $G$, then one sees that the natural map

$$
{\left.\underset{H \in \mathcal{H}}{ } \lim ^{n}\left(G / H, M^{H}\right) \xrightarrow{\sim} H^{n}(G, M)\right)}^{\prime}
$$

is an isomorphism.
Example A.104. If $G$ is a field and $L$ is a Galois extension of $K$, then $G=$ $\operatorname{Gal}(L / K)$ is a profinite group and $H^{n}(G, M)=H^{n}(L / K, M)$ is the Galois cohomology. In particular, if $L=K^{s}$ is a separable closure of $K$, we write $H^{n}(G, M)=H^{n}(K, M)$.

## A.5.2 Non-abelian cohomology.

Let $G$ be a topological group. Let $M$ be a topological group which may be nonabelian, written multiplicatively. Assume $M$ is a topological $G$-group, that is, $M$ is equipped with a continuous action of $G$ such that $g(x y)=g(x) g(y)$ for all $g \in G, x, y \in M$. We can define

$$
H_{\mathrm{cont}}^{0}(G, M)=M^{G}=\{x \in M \mid g(x)=x, \forall g \in G\}
$$

and

$$
Z_{\text {cont }}^{1}(G, M)=\left\{f: G \rightarrow M \text { continuous } \mid f\left(g_{1} g_{2}\right)=f\left(g_{1}\right) \cdot g_{1} f\left(g_{2}\right)\right\} .
$$

If $f, f^{\prime} \in Z_{\text {cont }}^{1}\left(G, M^{\prime}\right)$, we say that $f$ and $f^{\prime}$ are cohomologous if there exists $a \in M$ such that $f^{\prime}(g)=a^{-1} f(g) g(a)$ for all $g \in G$. This defines an equivalence relation for the set of cocycles and $H_{\text {cont }}^{1}(G, M)$ is the set of equivalence classes. $H_{\text {cont }}^{1}(G, M)$ is actually a pointed set with the distinguished point being the trivial class $f(g) \equiv 1$ for all $g \in G$.

Definition A.105. $H_{\text {cont }}^{1}(G, M)$ is trivial if it has only one element.

The above construction is functorial. If $\eta: M_{1} \rightarrow M_{2}$ is a continuous homomorphism of topological $G$-modules, it induces a group homomorphism

$$
M_{1}^{G} \rightarrow M_{2}^{G}
$$

and a morphism of pointed sets

$$
H_{\mathrm{cont}}^{1}\left(G, M_{1}\right) \rightarrow H_{\mathrm{cont}}^{1}\left(G, M_{2}\right)
$$

We note here that a sequence $X \xrightarrow{\lambda} Y \xrightarrow{\mu} Z$ of pointed sets is exact means that $\lambda(X)=\left\{y \in Y \mid \mu(y)=z_{0}\right\}$, where $\lambda, \mu$ are morphisms of pointed sets and $z_{0}$ is the distinguished element in $Z$.

Proposition A.106. Let $1 \rightarrow M^{\prime} \xrightarrow{\alpha} M \xrightarrow{\beta} M^{\prime \prime} \rightarrow 1$ be an exact sequence of continuous topological G-groups. Then there exists a long exact sequence of pointed sets:

$$
1 \rightarrow M^{\prime G} \xrightarrow{\alpha_{0}} M^{G} \xrightarrow{\beta_{0}} M^{\prime \prime G} \xrightarrow{\delta} H^{1}\left(G, M^{\prime}\right) \xrightarrow{\alpha_{1}} H^{1}(G, M) \xrightarrow{\beta_{1}} H^{1}\left(G, M^{\prime \prime}\right),
$$

where the connecting map $\delta$ is defined as follows: Given $c \in M^{\prime \prime} G$, pick $b \in B$ such that $\beta(b)=c$. Then

$$
\delta(c)=\left(\sigma \mapsto \alpha^{-1}\left(b^{-1} \sigma b\right)\right)
$$

Proof. We first check that the map $\delta$ is well defined. First, $\beta\left(b^{-1} \sigma(b)\right)=$ $\beta\left(b^{-1}\right) \sigma \beta(b)=1$, then $b^{-1} \sigma(b) \in \operatorname{Ker} \beta=\operatorname{Im} \alpha, a_{\sigma}=\alpha^{-1}\left(b^{-1} \sigma b\right) \in M^{\prime}$. To simplify notations, from now on we take $\alpha$ to be the inclusion $M^{\prime} \hookrightarrow M$. Then

$$
a_{\sigma \tau}=b^{-1} \sigma \tau(b)=b^{-1} \sigma(b) \cdot \sigma\left(b^{-1} \tau(b)\right)=a_{\sigma} \sigma\left(a_{\tau}\right)
$$

thus $a_{\sigma}$ satisfies the cocycle condition. If we choose $b^{\prime}$ other than $b$ such that $\beta\left(b^{\prime}\right)=\beta(b)=c$, then $b^{\prime}=b a$ for some $a \in A$, and

$$
a_{\sigma}^{\prime}=b^{\prime-1} \sigma\left(b^{\prime}\right)=a^{-1} b^{-1} \sigma(b) \sigma(a)=a^{-1} a_{\sigma} \sigma(a)
$$

is cohomologous to $a_{\sigma}$.
Now we check the exactness:
(1). Exactness at $M^{\prime G}$. Trivial.
(2). Exactness at $M^{G}$. By functoriality, $\beta_{0} \alpha_{0}=1$, thus $\operatorname{Im} \alpha_{0} \subseteq \operatorname{Ker} \beta_{0}$. On the other hand, if $\beta_{0}(b)=1$ and $b \in M^{G}$, then $\beta(b)=1$ and $b \in M^{\prime} \cap M^{G}=$ $M^{\prime G}$.
(3). Exactness at $M^{\prime \prime G}$. If $c \in \beta_{0}\left(B^{G}\right)$, then $c$ can be lifted to an element in $M^{G}$ and $\delta(c)=1$. On the other hand, if $\delta(c)=1$, then $1=a_{\sigma}=b^{-1} \sigma(b)$ for some $b \in \beta^{-1}(c)$ and for all $\sigma \in G$, hence $b=\sigma(b) \in M^{G}$.
(4). Exactness at $H^{1}\left(G, M^{\prime}\right)$. A cocycle $a_{\sigma}$ maps to 1 in $H^{1}(G, M)$ is equivalent to say that $a_{\sigma}=b^{-1} \sigma(b)$ for some $b \in M$. From the definition of $\delta$, one then see $\alpha_{1} \delta=1$. On the other hand, if $a_{\sigma}=b^{-1} \sigma(b)$ for every $\sigma \in G$, then $\beta\left(b^{-1} \sigma(b)\right)=\beta\left(a_{\sigma}\right)=1$ and $\beta(b) \in M^{\prime \prime G}$ and $\delta(\beta(b))=a_{\sigma}$.
(5). Exactness at $H^{1}(G, M)$. By functoriality, $\beta_{1} \alpha_{1}=1$, thus $\operatorname{Im} \alpha_{1} \subseteq$ $\operatorname{Ker} \beta_{1}$. Now if $b_{\sigma}$ maps to $1 \in H^{1}\left(G, M^{\prime \prime}\right)$, then there exists $c \in M^{\prime \prime}$, $c^{-1} \beta\left(b_{\sigma}\right) \sigma(c)=1$. Pick $b^{\prime} \in M$ such that $\beta\left(b^{\prime}\right)=c$, then $\beta\left(b^{\prime-1} b_{\sigma} \sigma\left(b^{\prime}\right)\right)=1$ and $b^{\prime-1} b_{\sigma} \sigma\left(b^{\prime}\right)=a_{\sigma}$ is a cocycle of $M^{\prime}$.

We use the same conventions of notations as the abelian case: if we use the discrete topology, $H^{n}(G, M)=H_{\text {cont }}^{n}(G, M)$, and same kind of conventions for profinite groups and Galois cohomology.

Let $G$ be a topological group and let $H$ be a closed normal subgroup of $G$, then for any topological $G$-module $M, M$ is naturally regarded as an $H$-module and $M^{H}$ a $G / H$-module. Then naturally we have the restriction map

$$
\text { res : } H_{\mathrm{cont}}^{1}(G, M) \longrightarrow H_{\mathrm{cont}}^{1}(H, M)
$$

Given a cocycle $a_{\bar{\sigma}}: G / H \rightarrow M^{H}$, for any $\sigma \in G$, just set $a_{\sigma}=a_{\bar{\sigma}}: G \rightarrow$ $M^{H} \subseteq M$, thus we have the inflation map

$$
\text { Inf : } H_{\mathrm{cont}}^{1}(G, M) \longrightarrow H_{\mathrm{cont}}^{1}(H, M)
$$

Proposition A. 107 (Inflation-restriction sequence). One has the following exact sequence

$$
\begin{equation*}
1 \longrightarrow H_{\mathrm{cont}}^{1}\left(G / H, M^{H}\right) \xrightarrow{\mathrm{Inf}} H_{\mathrm{cont}}^{1}(G, M) \xrightarrow{\text { res }} H_{\mathrm{cont}}^{1}(H, M) \tag{А.37}
\end{equation*}
$$

Proof. By definition, its is clear that res o Inf maps any element in $H_{\text {cont }}^{1}\left(G / H, M^{H}\right)$ to the distinguished element in $H_{\text {cont }}^{1}(H, M)$.
(1) Exactness at $H_{\text {cont }}^{1}\left(G / H, M^{H}\right)$ : If $a_{\sigma}=a_{\bar{\sigma}}$ is equivalent to the distinguished element in $H^{1}(G, M)$, then $a_{\sigma}=a^{-1} \sigma(a)$ for some $a \in M$, but for any $\tau \in H, a_{\sigma}=a_{\sigma \tau}$, thus $\sigma(a)=\sigma(\tau(a))$, i.e., $a=\tau(a)$ and hence $a \in M^{H}$, so $a_{\bar{\sigma}}$ is cohomologous to the trivial cocycle from $G / H \rightarrow A^{H}$.
(2) Exactness at $H_{\mathrm{cont}}^{1}(G, M):$ If $a_{\sigma}: G \rightarrow M$ is a cocycle whose restriction to $H$ is cohomologous to 0 , then $a_{\tau}=a^{-1} \tau(a)$ for some $a \in M$ and all $\tau \in H$. Let $a_{\sigma}^{\prime}=a \cdot a_{\sigma} \sigma\left(a^{-1}\right)$, then $a_{\sigma}^{\prime}$ is cohomologous to $a_{\sigma}$ and $a_{\tau}^{\prime}=1$ for all $\tau \in H$. By the cocycle condition, then $a_{\sigma \tau}^{\prime}=a_{\sigma}^{\prime} \sigma\left(a_{\tau}^{\prime}\right)=a_{\sigma}^{\prime}$ if $\tau \in H$. Thus $a_{\sigma}^{\prime}$ is constant on the cosets of $H$. Again using the cocycle condition, we get $a_{\tau \sigma}^{\prime}=\tau a_{\sigma}^{\prime}$ for all $\tau \in H$, but $\tau \sigma=\sigma \tau^{\prime}$ for some $\tau^{\prime} \in H$, thus $a_{\sigma}^{\prime}=\tau a_{\sigma}^{\prime}$ for all $\tau \in H$. We therefore get a cocycle $a_{\bar{\sigma}}=a_{\sigma}^{\prime}: G / H \rightarrow A^{H}$ which maps to $a_{\sigma}$.

At the end of this section, we recall the following classical result:
Theorem A. 108 (Hilbert's Theorem 90). Let $K$ be a field and L be a Galois extension of $K$ (finite or not). Then
(1) $H^{1}(L / K, L)=0$;
(2) $H^{1}\left(L / K, L^{\times}\right)=1$;
(3) For all $n \geq 1, H^{1}\left(L / K, \mathrm{GL}_{n}(L)\right)$ is trivial.

Proof. It suffices to show the case that $L / K$ is a finite extension. (1) is a consequence of normal basis theorem: there exists a normal basis of $L$ over $K$.

For (2) and (3), we have the following proof which is due to Cartier (cf. Serre [Ser80], Chap. X, Proposition 3).

Let $c$ be a cocycle. Suppose $x$ is a vector in $K^{n}$, we form $b(x)=$ $\sum_{(L K)} c_{\sigma}(\sigma(x))$. Then $b(x), x \in K^{n}$ generates $K^{n}$ as a $K$-vector space. In $\sigma \in \operatorname{Gal}(L / K)$
fact, if $u$ is a linear form which is 0 at all $b(x)$, then for every $h \in K$,

$$
0=u(b(h x))=\sum c_{\sigma} \cdot u(\sigma(h) \sigma(x))=\sum \sigma(h) u\left(a_{\sigma}(\sigma(x))\right) .
$$

Varying $h$, we get a linear relation of $\sigma(h)$. By Dedekind's linear independence theorem of automorphisms, $u\left(a_{\sigma} \sigma(x)\right)=0$, and since $a_{\sigma}$ is invertible, $u=0$.

By the above fact, suppose $x_{1}, \cdots x_{n}$ are vectors in $K^{n}$ such that the $y_{i}=b\left(x_{i}\right)$ 's are linear independent over $K$. Let $T$ be the transformation matrix from the canonical basis $e_{i}$ of $K^{n}$ to $x_{i}$, then the corresponding matrix of $b=\sum c_{\sigma} \sigma(T)$ sends $e_{i}$ to $y_{i}$, which is invertible. It is easy to check that $\sigma(b)=c_{\sigma}^{-1} b$, thus the cocycle $c$ is trivial.
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p-adic Monodromy Conjecture, 142
$p$-adic representation, 19
$K^{\prime}$-semi-stable, 142
crystalline, 131
potentially $B$-admissible, 141
potentially semi-stable, 142
semi-stable, 131
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representation, 1
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Sen's operator, 49
shift map, 179
Tate module
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of elliptic curves, 5
of multiplicative group, 4-5
Tate twist, 5
Tate's normalized trace map, 203
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Teichmüller representative, 176
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of weight $w, 9$
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