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Abstract

We give alternative proofs of (unsharp) results of Gromov’s on his
Hölder equivalence problem: for which α does there exist a Cα-homeomorphism
of an open set of Euclidean space to an open set of a given Carnot group?
We indicate a possible route to sharp bounds.
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1 Introduction

1.1 Gromov’s Hölder equivalence problem

More than 20 years ago, M. Gromov advertised the following question.
Let G be a Carnot group of dimension n. For which α does there exist a
Cα-homeomorphism of an open set of Rn to an open set of G ?

In [G], Gromov provides two approaches to this problem. The first
consists in proving lower bounds on the Hausdorff dimensions of subsets
of a given topological dimension. The second uses norms on Alexander-
Spanier representatives of cohomology classes.

A third approach has been provided by Roger Züst. It consists of
integrating differential forms along Hölder maps. In this note, we propose
a variant of Züst’s method that provides an alternative proof of most of
Gromov’s numerical bounds, [G]. We state the result for the larger class
of Carnot manifolds, defined in subsection 3.3 below.

Theorem 1. Let M be an n-dimensional equiregular and equihomological
Carnot manifold, equipped with a Carnot-Carathéodory metric. Let α(G)
be the supremum of α < 1 such that there exists a Cα-homeomorphism of
an open subset of Euclidean n-space on an open subset of M .

1. If M has Hausdorff dimension Q, then α(M) ≤ n−1
Q−1

.

2. If n = 4m+3 and G is the m-th quaternionic Heisenberg group, then
α(G) ≤ 4m+1

4m+4
.

3. If n = 2m + 1 and M is a contact manifold, then α(M) ≤ m+2
m+1

.

4. If M is a generic distribution of rank h, and if h−k ≥ (n−h)k, then
α(M) ≤ n−k

n+h−k
.

We are unable to attain sharp bounds. For instance, for a step s
Carnot group, the group exponential g → G is a C1/s-homeomorphism,
we expect this to be optimal when s = 2, but we are unable to prove it
yet. Nevertheless, in section 5, we describe how a sharp bound would
follow (at least in dimension 3) from a conjectural slicing theorem in a
theory of currents adapted to Carnot groups.

1.2 Strategy

It is inspired by R. Züst’s work, [Z1], [LDZ], [Z2], [Z3]. Züst defines the
integral of a smooth differential form on G along a Cα-Hölder continu-
ous map, in such a way that Stokes’ Theorem holds. Homogeneity of
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differential forms commands the exponent α. When α is too large, all in-
tegrals of k-forms of high weight vanish. This indicates that the induced
morphism on homology vanishes, which is unlikely for a homeomorphism.
This contradiction concludes the proof.

We choose to modify Züst’s construction slightly and define integrals
as limits of dyadic PL approximations.

1.3 Plan of the paper

Section 2 starts with an interpolation procedure for continuous maps of
cubes to Carnot groups. In section 3, sufficient conditions are given on
the Hölder exponent in order that smooth differential forms on a Carnot
group can be integrated along Hölder continuous maps from the cube, and
when such integrals have to vanish. This yields upper bounds on α(G)
in section 4. Section 5 explains a possible route to the sharp bound 1

2
for

Heisenberg group H1.

1.4 Acknowledgements

Thanks to Piotr Hailasz for is interest in this work, to Gabriel Pallier
for his explanations concerning slicing, and to Roger Züst for inspiring
discussions.

2 Subdivisions

We define a sequence of continuous, piecewise smooth approximations of
a Hölder continuous maps from a subset Q of Rk to G. For this, we
subdivide Q. Since we want pieces which keep the same shape, it is easier
to subdivide cubes than simplices. On the other hand, it is easier to
interpolate a map on simplices than on cubes. Therefore one needs to be
able to pass from cubes to simplices, i.e. to triangulate cubes.

2.1 Straight simplices in Carnot groups

Let ∆k denote the standard k-simplex. Given a k + 1-tuple of points
(p0, . . . , pk) ∈ Gk, define the straight simplex σ(p0,...,pk) ∶ ∆k → G induc-
tively as follows: construct the affine cone with vertex at 0 on the map
log ○Lp−1

0
○σ(p1,...,pk)) ∶ ∆

k−1 → g, apply exp and left translate by p0. When

G is 2-step, left translations are affine in exponential coordinates, thus the
straight simplex coincides with the affine simplex in exponential coordi-
nates, whence the analogy with PL maps. For higher step groups, the
straight simplices need not be affine in any sense any more. Nevertheless,
σ(p0,...,pk) is smooth and there exists a constant C such that

diameter({p0, . . . , pk}) ≤ 1⇒ diameter(σ(p0,...,pk)) ≤ C diameter({p0, . . . , pk}).

2.2 Triangulating the cube

Let Q = [0,1]k be the unit k-cube. Index vertices of Q by strings in {0,1}k.
Any injective map s ∶ {0,1, . . . , k} → {0,1}k defines a linear simplex σs
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(affine map of the standard simplex to Rk) with vertices at the corners of
the cube. Its orientation is given by the sign of the determinant

sign(det(s(1) − s(0), . . . , s(k) − s(0))),

which we denote by (−1)s.
There is an obvious partial order on strings: x ≤ y if for all i, xi ≤ yi.

Denote by I the set of increasing maps {0,1, . . . , k}→ {0,1}k. The images
of simplices σs, s ∈ I constitute a triangulation of Q. The singular chain

∑
s∈I

(−1)sσs

represents the fundamental class of Q.

2.3 Interpolation

Let F ∶ {0,1}k → G be a map defined on the vertices of the cube. Let
F ′ ∶ Q → G be the map such that for every s ∈ I, F ′ ○ σs = σ(s(0),...,s(k)).
Then F ′ is continuous. Indeed, faces of simplices match, since vertices
occurring in two different simplices appear in the same order, and hence
define the same simplex in both.

Let F ∶ Q→ G be a continuous map. Consider the regular subdivision
of the unit cube in 2jk tiny cubes. Apply the above procedure to each
tiny cube. The resulting map Fj ∶ [0,1]k → G (made of k!2jk pieces) is
the required piecewise smooth interpolation. It is continuous. Indeed, if
(x0, . . . , x`) is a sequence of vertices belonging to two tiny cubes Q0 and
Q1 adjacent along the i-th face, their labels as vertices of Q1 are obtained
from their labels as vertices of Q0 by switching the 0 at the i-th place to
1. If the sequence is increasing in Q0, it is increasing in Q1 as well, so
the straight simplices used by both tiny cubes coincide. It follows that
smooth differential forms can be pulled back by Fj to piecewise smooth
forms which satisfy Stokes Theorem.

As j tends to ∞, Fj converges uniformly to F .

2.4 Passing from Fj to Fj+1

Let {0,1,2}k be the set of vertices of the once subdivided cube of side
length 2. Given E ∶ {0,1,2}k → G, let F denote its restriction to {0,2}k.
We need to compare the currents of integration defined by the piecewise
smooth interpolations F ′ and E′. We construct currents H ′ and K′ such
that

E′ − F ′ =H ′ + ∂K′.

Furthermore, H ′ is a sum of terms, one for each face of {0,1,2}k, which
depends only on the restriction of E to that face, in a functorial manner.

We use induction on k. When k = 1, E′ has two simplices, F ′ has one,

E′ − F ′ = σ(E(0),E(1)) + σ(E(1),E(2)) − σ(F (0),F (2))
= σ(E(0),E(1)) + σ(E(1),E(2)) − σ(E(0),E(2))
= ∂σ(E(0),E(1),E(2)),
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so we set H ′ = 0 and K′ = σ(E(0),E(1),E(2)), which can be viewed as the
cone with apex E(1) over F ′.

Currents F ′ (red) and E′ (black) when k = 2.
Current H ′ consists of one triangle per side, one of them is thickened.

Let k ≥ 2. A k-dimensional cube has 2k faces, indexed by i ∈ {1, . . . , k}
and x ∈ {0,1} (this describes the face whose vertices have an x as i-th
coordinate). The current ∂E′ − ∂F ′ is a signed sum of simplices which
splits into 2k sub-sums, according to faces of {0,1,2}k,

∂E′ − ∂F ′ =
k

∑
i=1

1

∑
x=0

E′
i,x − F ′

i,x.

Note that E′
i,x (resp. F ′

i,x) is the piecewise smooth approximation of the
restriction of E (resp. F ) to the (i, x)-face. By induction,

E′
i,x − F ′

i,x =H ′
i,x + ∂K′

i,x.

By induction, H ′
i,x is a sum of terms H ′

(i,x),(j,y), one for each face of

{0,1,2}k−1. Each codimension 2 face (i, x), (j, y) arises twice in the bound-
ary of the k-cube, as a piece of the boundary of two faces, (i, x) and (j, y).
By assumption, H ′

(i,x),(j,y) depends only on the restriction of E to codi-
mension 2 face (i, x), (j, y), hence H ′

(i,x),(j,y) = −H ′
(i,y),(i,x). Therefore,

when summing up all H ′
i,x, the result adds up to 0. Hence

E′
i,x − F ′

i,x = ∂K′
i,x.

If we set

H ′ =
k

∑
i=1

1

∑
x=0

K′
i,x,

then ∂E′ − ∂F ′ = ∂H ′. Note that H ′ is indeed a sum of terms, one for
each face, depending only on the restriction of E to that face.

We introduce the cone K′ with vertex E(1, . . . ,1) over E′ − F ′ −H ′.
It is a k + 1-dimensional current such that

E′ − F ′ −H ′ = ∂K′,
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as announced.
When passing from Fj to Fj+1, one sums up a contribution H ′ and K′

for each tiny cube, getting currents H ′
j and K′

j which satisfy

Fj+1 − Fj =H ′
j + ∂K′

j .

A cancellation takes place again: the contributions in H ′
j corresponding

to a face which is shared by two tiny cubes cancel each other. Only
contributions from outer faces remain. Therefore the number of terms in
H ′
j is 2j(k−1)+1k, hence the number of simplices in H ′

j is O(2j(k−1)). The
number of simplices in K′

j is O(2jk).
If C is a cycle made by piecing together k-cubes (for instance, the

boundary of a k + 1-cube), there are no outer faces at all, and H ′
j = 0.

Note that the standard k-simplex has a natural subdivision into k+1 cubes
(in barycentric coordinates, the i-th cube is defined by inequalities {xi ≥
maxj/=i xj}). So this remark applies to every oriented pseudo-manifold
(simplicial complex where each codimension 1 face is contained in exactly
2 faces) embedded in RN .

3 Integrals of smooth forms along Hölder
continuous maps

3.1 Weights of differential forms in Carnot groups

On the Lie algebra, exterior forms are graded according to weight, i.e.
eigenvalue under the 1-parameter group of dilations: let

Λk,w = {ω ∈ Λkg∗ ; δ∗t ω = twω}, Λk,≥w = ⊕
w′≥w

Λk,w
′
.

This filtration induces a filtration of differential forms on G: Ωk,≥w is the
space of differential forms which pointwise belong to Λk,≥w.

The following Lemma is merely a compactness property of straight
simplices up to rescaling.

Lemma 2. Let ω ∈ Ωk,≥w be a smooth differential form on G, of weight
≥ w. There exists a constant C such that, for all sequences (p0, . . . , pk) of
points of G with diameter ≤ 1,

∣∫
σ(p0,...,pk)

ω∣ ≤ C diameter({p0, . . . , pk})w∥ω∥∞.

Proof Without loss of generality, p0 is the origin inG. Let t = diameter({p0, . . . , pk}).
By assumption, t ≤ 1. Let p′i = δ1/tpi. Since

σ(p0,...,pk) = δt ○ σ(p′0,...,p′k),

∣∫
σ(p0,...,pk)

ω∣ = ∣∫
σ(p′

0
,...,p′

k
)
δ∗t ω∣

≤ ∥σ(p′
0
,...,p′

k
)∥C1 t

w∥ω∥∞,

and the derivatives of maps σ(p′
0
,...,p′

k
) stay uniformly bounded while

{p′0, . . . , p′k} remains in the unit ball of G.
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3.2 Defining integrals of smooth forms

Theorem 3. Let ω be a smooth k-form on G, of weight ≥ w, such that
dω has weight ≥ w′. Let F ∶ [0,1]k → G be Cα with α > max{ k−1

w
, k
w′ }.

For every cube Q ⊂ [0,1]k of diameter δ,

the limit J(F (Q), ω) = lim
j→∞
∫
Q
F ∗
j ω exists,

and

∣J(F (Q), ω)∣ ≤ ∥F ∥w
′

Cαδ
w′α∥dω∥∞ + ∥F ∥wCαδwα∥ω∥∞. (1)

Furthermore, if Ψ is a closed pseudomanifold, then J(F (Ψ), ω) makes
sense as soon as α > k

w′ . In addition, Stokes Theorem holds. If Ω is a
pseudomanifold with boundary,

J(F (Ω), dω) = J(F (∂Ω), ω).

Finally, assume that α > max{ k
w
, k
w′ }. Then

J(F (Q), ω) = 0.

Proof For each tiny cube, of diameter O(2−jδ), the corresponding sim-
plices in G have diameter O((2−jδ)α∥F ∥Cα). Since Fj+1 −Fj =H ′

j + ∂K′
j ,

∣∫
Fj+1(Q)

ω − ∫
Fj(Q)

ω∣ ≤ C (∣∫
H′
j

ω∣ + ∣∫
K′
j

dω∣)

≤ C (∥ω∥∞2j(k−1)(2−jδ)wα∥F ∥wCα
+∥dω∥∞2jk(2−jδ)w

′α∥F ∥w
′

Cα).

If α > max{ k−1
w
, k
w′ }, the series converges, so the sequence ∫Fj(Q) ω has a

limit J(F (Q), ω).
The direct estimate for Fj is a bit weaker, since the total number of

simplices is O(2jk),

∣∫
Fj(Q)

ω∣ ≤ C ∥ω∥∞2jk(2−jδ)wα∥F ∥wCα

= C ∥ω∥∞∥F ∥wCαδwα2j(k−wα).

Taking j = 0 in the direct estimate and summing yields

∣J(F (Q), ω)∣ ≤ C max{∥ω∥∞δwα∥F ∥wCα , ∥dω∥∞δw
′α∥F ∥w

′
Cα}.

For a closed pseudomanifold, Fj+1(Ψ) − Fj(Ψ) = ∂K′
j ,

∣∫
Fj+1(Ψ)

ω − ∫
Fj(Ψ)

ω∣ ≤ C ∣∫
K′
j

dω∣

≤ C ∥dω∥∞2jk(2−jδ)w
′α∥F ∥w

′
Cα ,

hence the series converges, and J(F (Ψ), ω) is well-defined, as soon as
α > k

w′ . In case Ψ = ∂Ω, Stokes Theorem holds for piecewise smooth
interpolations, and one can pass to the limit.

The direct estimate implies that if α > k
w

, then ∫Fj(Q) ω tends to 0 and

thus J(F (Q), ω) = 0.
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3.3 Carnot manifolds

Since they rely merely on the filtration of differential forms by condi-
tions weight ≥ w, the previous considerations extend to a class of curved
Carnot manifolds. By a Carnot manifold, we mean a smooth manifold
M equipped with a smooth sub-bundle ∆ ⊂ TM , subject to the following
non-integrability condition. Define inductively ∆1 = ∆ and ∆j+1(p) as
linear span the set of values at p of brackets [X,Y ] of sections X of ∆
and Y of ∆j . We require that there exist s, the step of ∆, such that
∆s = TM .

A Carnot manifold is equiregular if all ∆j are smooth sub-bundles.
They determine a filtration of the Lie algebra of smooth vectorfields,
whence an associated graded Lie algebra G. In the equiregular case, G
identifies with the space of smooth sections of a smooth bundle of n-
dimensional graded Lie algebras, the nilpotentization n.

A smooth Euclidean structure on the fibers of ∆ gives rise to a Carnot-
Carathéodory metric d on M . Any two Carnot-Carathéodory metrics are
equivalent.

Equiregular Carnot manifolds have privileged coordinate systems at
every point p0 ([Be], section 5.1). This is a local diffeomorphism φ ∶
U → n(p0), U a neighborhood of p0 in M , such that if zj is a weight w
coordinate on g(p0), then zj ○ φ = O(d(⋅, p0)w). Say a differential form ω
on M has weight ≥ w if it is so in some privileged coordinate system. This
does not depend on the choice of privileged coordinate system. Therefore
the space Ωk,≥w of k-forms of weight ≥ w is well defined.

However, straight simplices do depend on the choice of coordinates, so
once and for all, we make a smooth choice (p0, p) ↦ (p0, φp0(p)), V → n,
defined on a neighborhood V of the diagonal in M ×M . Let us define
inductively

σ(p0,...,pk) = φ
−1
p0 ○ κp0(φp0 ○ σ(p1,...,pk)),

where, given a map f from k−1-simplex to n(p0), κp0(f) denotes the affine
cone in n(p0) with vertex at the origin over f . This allows to interpolate
maps from a cube to M .

When a cube is subdivided, a simplex may occur in two neighboring
sub-cubes. As verified in subsection 2.3, the ordering of vertices is the
same in both sub-cubes, so the parametrized simplex is the same. There-
fore the cancellation mechanisms observed above persist.

According to the Ball-box Theorem, if φ is a privileged coordinate sys-
tem at p0, the function p↦ d(p0, φ

−1(z)) on n(p0) is equivalent to a homo-
geneous norm. Hence the Carnot-Carathéodory diameter of (p0, . . . , pk)
and the radius of the smallest homogeneous ball containing φ−1

p0(p1, . . . , pk)
are of the same order. Hence Lemma 2 generalizes with hardly any change.

Lemma 4. Fix a compact subset K of M . Let ω ∈ Ωk,≥w be a smooth
differential form on M , of weight ≥ w. There exists a constant C such
that, for all sequences (p0, . . . , pk) of points of K,

∣∫
σ(p0,...,pk)

ω∣ ≤ C diameter({p0, . . . , pk})w∥ω∥∞.
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4 Upper bounds on Hölder exponents

4.1 Representing homology classes

To draw conclusions from vanishing of integrals, we borrow arguments
from Gromov and Rumin, see [P].

Let g be a Carnot Lie algebra. In each degree k, the Lie algebra
cohomology Hk(g) is graded according to weights,

Hk(g) =
W (k)

⊕
w=w(k)

Hk,w(g).

Definition 5. Say a Carnot manifold is equihomological if the Hochschild
cohomology spaces E0(p) ∶=H ⋅(n(p)) of its nilpotentization form a smooth
bundle.

Proposition 6. Let M be an equiregular and equihomological Carnot
manifold. Let w(k) denote the minimum weight of the cohomology in
degree k of its nilpotentization at some point. Let U ⊂ Rn be a neighborhood
of this point and F ∶ U → V ⊂ G be a Cα map, with α > k

w(k)
. Then F

induces the 0 map Hk(V,R)→Hk(U,R).

Proof According to Rumin, [R], every real cohomology class of V con-
tains a smooth differential form of weight ≥ w(k). Every real homology
class in U can be represented by an oriented pseudomanifold X and a
Lipschitz map f ∶ X → U , [B]. Since ω is closed, if F̃ is a piecewise
smooth approximation of F on a neighborhood of f(X), ∫f(X) F̃

∗ω only

depends on the homotopy class of F̃ . Therefore this integral is equal to
J(F (f(X)), ω). According to Theorem 3, this number vanishes. This
shows that ⟨f(X), F ∗[ω]⟩ = 0. One concludes that F ∗[ω] = 0, and thus
that the morphism F ∗ vanishes in degree k.

Corollary 7. If there exists a Cα homeomorphism between open sets of
Rn and G, then α ≤ min{ k

w(k)
; k = 1, . . . , n − 1}.

Proof Given a homeomorphism F between open sets, pick a ball con-
tained in its domain and remove an embedded n − k − 1-sphere from the
ball to get U . Set V = F (U). By Alexander duality, Hk(U,R) /= 0. By as-
sumption, F induces an isomorphism Hk(V,R) → Hk(U,R). Proposition
6 implies that α ≤ k

w(k)
.

The following cohomology calculations are borrowed from [R] and [P],
section 9. Together with Corollary 7, they provide a proof of Theorem 1.

Example 8. For all Carnot groups of Hausdorff dimension Q, k = n − 1
gives w(k) = Q − 1, whence the bound α(M) ≤ n−1

Q−1
for all equiregular

equihomological Carnot manifolds of Hausdorff dimension Q.

Example 9. For the 4m + 3-dimensional quaternionic Heisenberg group,
k = n − 2 gives w(k) = Q − 2, whence the bound α(G) ≤ n−2

Q−2
= 4m+1

4m+4
.

Example 10. If G is 2m + 1-dimensional Heisenberg group Hm, then
k =m+1 gives w(k) =m+2, whence α(M) ≤ m+1

m+2
for all 2m+1-dimensional

contact manifolds.
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Example 11. If G is a Carnot group whose first layer has dimension h
and contains a regular isotropic k-plane, w(k) = Q − k, where Hausdorff
dimension Q = n + h. If h − k ≥ (n − h)k, the nilpotentization of a generic
rank h distribution in dimension n has this property. It is also equireg-
ular and equihomological, whence α(M) ≤ n−k

Q−k
= n−k
n+h−k

for such Carnot
manifolds.

5 Rumin currents in dimension 3

In this section, we focus on Cα surfaces in the 3-dimensional Heisenberg
group G = H1, for α > 1

2
. Influenced by [Z2], we expect that such maps

factor through trees. Therefore integrals of all smooth 2-forms should
vanish on them.

We first show that it suffices to prove that integrals of the two left-
invariant weight 3 2-forms vanish. One can in fact express integrals of
general 2-forms in terms of integrals of left-invariant forms, via Towghi
integrals.

Second, we introduce a class of integral currents, called Rumin-flat
integral currents, which is adapted to the anisotropic geometry of Heisen-
berg group. We show that the key to the sharp bound 1

2
for Hölder

exponents could be a slicing theorem in this class.

5.1 Notation

H1 is the set of 3×3 unipotent matrices
⎛
⎜
⎝

1 x z
0 1 y
0 0 1

⎞
⎟
⎠

, where x, y, z ∈ R. The

forms dx, dy and θ = dz − xdy constitute a basis of left-invariant 1-forms,
with dx and dy of weight 1 and θ of weight 2. Left-invariant 2-forms are
spanned by dx ∧ dy = −dθ, dx ∧ θ and dy ∧ θ, with dx ∧ dy of weight 2,
dx ∧ θ and dy ∧ θ of weight 3.

5.2 Reduction to integrating left-invariant 2-forms

The following merely uses the fact that F (S) is a normal current satisfying

∣J(F (S), ω)∣ ≤ C1∥ω∥∞diameter(F (S))w(ω)α +C2∥dω∥∞diameter(F (S))w(dω)α,

where the sup norm is taken on the convex hull of F (S).
Lemma 12. Let S be the unit square, let F ∶ S → H1 be Cα with α > 1/2.
Assume that for all sub-squares B ⊂ S and all left-invariant weight 3 2-
forms ω0 on H1, J(F (B), ω0) = 0. Then J(F (S), ω) = 0 for all smooth
2-forms ω.

Proof Let ω be a smooth weight 3 2-form. Subdivide S in 22j sub-squares
B of diameter 2−j . For every such B, let ωB be the left-invariant weight
3 2-form which coincides with ω at the image of the center of B. Then

∣ω − ωB ∣ ≤ C diameter(B)α, ∣d(ω − ωB)∣ ≤ C diameter(B)α
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on the convex hull of F (B). Since, by assumption, J(F (B), ωB) = 0,

∣J(F (B), ω)∣ ≤ C1 ∥ω − ωB∥L∞(F (B))diameter(B)3α

+C2 ∥d(ω − ωB)∥L∞(F (B))diameter(B)4α

≤ C′′ diameter(B)4α−2area(B).

Summing up gives a bound on J(F (S), ω) that tends to 0.
Every smooth weight 2 2-form can be written ω = λdθ. Since J(F (S), d(λθ)) =

J(F (∂S), λθ) = 0,

J(F (S), λdθ) = −J(F (S), dλ ∧ θ) = 0.

Therefore integrals of all smooth 2-forms vanish.

Remark 13. Roger Züst explained to us that if we can prove that J(F (S), ω) =
0 for all smooth closed weight 2 2-forms ω, then F cannot be injective on
S (in fact, F factors through a tree, see [Z2]).

5.3 Relation to Towghi’s integrals

Lemma 14. Let ω be a smooth weight 3 2-form and f a smooth function
on H1. Let ω′ = fω. Let F ∶ S → H1 be a Cα map from a square to H1,
α > 1

2
. Then J(F (S), ω′) can be expressed as a Towghi integral as follows,

[T]. For (s, t) ∈ S, let S(s, t) ⊂ S denote the rectangle with vertices (0,0)
and (s, t). Define

g(s, t) = J(F (S(s, t)), ω).

Then

J(F (S), ω′) = ∫
S
(f ○ F )dg

in Towghi’s sense.

Proof Recall the definition of Towghi’s integral ∫S f dg. Pick a subdi-
vision π of S, i.e. a pair of subdivisions {si} and {tj} of the sides of S.
Pick points (ηi, νj) ∈ [si−1, si] × [tj−1, tj]. Consider sums

L(f, g, π) =∑
i,j

f(ηi, νj) (g(si, tj) − g(si−1, tj) − g(si, tj−1) + g(si−1, tj−1)) .

Under suitable assumptions on f and g, these sums converge to a number
which is ∫S f dg by definition.

Subdivide S into equal squares B and pick a point pB in each of them.
As in Lemma 12,

∣ω′ − f(F (pB))ω∣ ≤ C diameter(B)α, ∣d(ω′ − f(F (pB))ω)∣ ≤ C diameter(B)α

on the convex hull of F (B). Therefore

∣J(F (B), ω′) − f(F (pB))J(F (B), ω′)∣
≤ C1 ∥ω′ − f(F (pB))ω∥L∞(f(B))diameter(B)3α

+C2 ∥d(ω′ − f(F (pB))ω)∥L∞(f(B))diameter(B)4α

≤ C′′ diameter(B)4α−2area(B).
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Summing up gives

J(F (S), ω′) = ∑
B⊂S

f(F (pB))J(F (B), ω) +O(diameter(B)4α−2)area(S).

Write B = [si−1, si] × [tj−1, tj]. Then

J(F (B), ω) = g(si, tj) − g(si−1, tj) − g(si, tj−1) − g(si−1, tj−1).

So if Towghi’s sums converge, their limit is equal to J(F (S), ω′).
Towghi requires assumptions on (p, q)-variations. The (p, p)-variation

of g is

sup
π
∑
i,j

∣g(si, tj) − g(si−1, tj) − g(si, tj−1) − g(si−1, tj−1)∣p

In the special case of a dyadic subdivision, we know from Lemma 3 that

∣J(F (B), ω)∣ = O(diameter(B)3α).

This gives

∑
B⊂F

∣J(F (B), ω)∣p = O(diameter(B)3pα−2)area(S).

So g has finite (dyadic) (p, p)-variation for p = 2
3α

. For f ○ F , we know
that the contribution of a small square B is at most diameter(B)qα, so
the sum of q-powers is at most diameter(B)qα−2area(S). Thus f ○ F has
finite (dyadic) (q, q)-variation for q = 2

α
. Since

1

p
+ 1

q
= 3α

2
+ α

2
= 2α > 1,

Towghi’s assumption is satisfied for dyadic subdivisions, so Towghi’s sums
indeed converge.

Remark 15. It not so clear wether the (p, p) and (q, q) variations are
finite in unrestricted sense.

Here is a weight 2 version of Lemma 14.

Lemma 16. Let ω be a smooth weight 2 2-form. Let F ∶ S → H1 be a
Cα map from a square to H1, α > 1

2
. Then J(F (S), ω) can be expressed

as a sum of two Towghi integrals as follows. For (s, t) ∈ S, let S(s, t) ⊂ S
denote the rectangle with vertices (0,0) and (s, t). Define

h(s, t) = J(F (S(s, t)), x dx ∧ dy), k(s, t) = J(F (S(s, t)), y dx ∧ dy).

Write ω = adx ∧ dy. Then

J(F (S), ω) = ∫
T

S
(Xa ○ F )dh + ∫

T

S
(Y a ○ F )dk

in Towghi’s sense.
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Proof Subdivide S into squares B. For each square B ⊂ S with center
pB , let

a = a(pB) + (Xa)(F (pB))(x − xF (pB)) + (Y a)(F (pB))(y − yF (pB))
+O((x − xF (pB))

2 + (y − yF (pB))
2 + ∣(z − zF (pB)∣)

be the weight 1 Taylor expansion of a at F (pB). Set

ωB = (a(pB) + (Xa)(F (pB))(x − xF (pB)) + (Y a)(F (pB))(y − yF (pB)))dx ∧ dy.

Then, on the convex hull of F (B),

∣ω − ωB ∣ ≤ diameter(B)2α, ∣d(ω − ωB)∣ ≤ diameter(B)2α.

Since, according to Lemma 3,

∣J(F (B), ω) − J(F (B), ωB)∣ ≤ C1 ∥ω − ωB∥L∞(f(B))diameter(B)2α

+C2 ∥d(ω − ωB)∥L∞(F (B))diameter(B)4α

≤ C′′ diameter(B)4α−2area(B),

J(F (S), ω) = ∑
B⊂S

J(F (B), ω)

= ∑
B⊂S

J(F (B), ωB) +O(diameter(B)4α−2)area(S).

Since J(F (B), dx ∧ dy) = −J(F (B), dθ) = 0 for all B,

J(F (B), ωB) = a(pB)J(F (B), dx ∧ dy)
+(Xa)(F (pB))J(F (B), (x − xF (pB))dx ∧ dy)
+(Y a)(F (pB))J(F (B), (y − yF (pB))dx ∧ dy)

= (Xa)(F (pB))J(F (B), x dx ∧ dy)
+(Y a)(F (pB))J(F (B), y dx ∧ dy).

This yields the expression of J as a sum of Towghi integrals. These
integrals make sense since

J(F (B), x dx ∧ dy) = J(F (B), (x − xF (pB))dx ∧ dy) = O(diameter(B)3α),

which shows that h has finite (dyadic) (p, p)-variation for p = 2
3α

.
Alternative (shorter) argument, based on Lemma 14. From d(−aθ) =

adx ∧ dy − da ∧ θ and J(F (S), aθ) = 0, get

J(F (S), a dx ∧ dy) = J(F (S), da ∧ θ)
= J(F (S),Xadx ∧ θ) + J(F (S), Y ady ∧ θ)

= ∫
S
(Xa ○ F )dh′ + ∫

S
(Y a ○ F )dk′,

where h′(s, t) = J(F (S(s, t)), dx ∧ θ) = J(F (S(s, t)), x dx ∧ dy) = h(s, t).
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5.4 Horizontal straight simplices

Lemma 17. Let ∆k denote the standard k-simplex. There exist con-
tinuous, δt-equivariant and translation equivariant maps σh ∶ (H1)k →
PL(∆2,H1), k = 0,1,2,3, such that

1. σhp0,...,pk is a singular simplex with vertices p0, . . . , pk.

2. the faces of σhp0,...,pk are σhp0,...,p̂i,...,pk ’s.

3. σhp0,p1 is a horizontal piecewise linear curve.

Proof Let U ⊂ H1 be a polyhedron containing the origin in its interior
and intersecting each nontrivial orbit of the dilation group exactly once.
Thanks to the h-principle, there is a PL map

p1 ↦ σhe,p1

from the ∂U to the space of piecewise linear horizontal arcs, such that σhe,p1
joins e to p1. Dilations and left-translations extend this into a continuous
family (p0, p1)↦ σhp0,p1 .

For p1 in the ∂U and p2 in U , or if p2 belongs to ∂U and p1 to U ,
consider the map

∂∆2 → H1

defined by maps σhe,p1 , σhp1,p2 and σhp2,e along sides. Extend it into a PL
map

∂∆2 → H1,

by constructing the cone with vertex at the center of gravity 1
3
(log p1 +

log p2) in exponential coordinates. Again, dilating and left-translating
defines the continuous family (p0, p1, p2)↦ σhp0,p1,p2 .

A similar cone construction defines (p0, p1, p2, p3)↦ σhp0,p1,p2,p3 .

It follows from Lemma 17 that the currents Fj(I) approximating a Cα

arc F ∶ [0,1] → H1, α > 1
2
, can be chosen to be piecewise PL horizontal

arcs.

5.5 Rumin-flat integral currents

Rumin’s complex has one weight, either 0,1,3 or 4 in each degree 0,1,2,3.
Rumin’s differential on 0-forms is the weight 1 component of the exterior
differential. Rumin’s differential on weight 3 2-forms is equal to the ex-
terior differential. The last Rumin differential maps weight 1 1-forms to
weight 3 2-forms as follows. If ω is a smooth weight 1 1-form, there is a
unique smooth function f such that d(ω + fθ) has weight 3, denote it by
dRω. dR is a second order differential operator. For other degrees, we use
the notation dR as well.

A Rumin current is a continuous linear functional on the space of
smooth compactly supported Rumin forms. The Rumin boundary of a
Rumin current is defined by duality: for a smooth Rumin form φ,

(∂RT )(φ) = T (dRφ).
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The Rumin mass of a Rumin current is its norm as a functional on C0

Rumin forms.
A current T defines a Rumin current. By convention, let us set

(∂RT )(φ) = 0 if φ is a 1-form or a 2-form of weight 2. This completes
the definition of ∂RT as a current. Then, on smooth 1-forms φ,

(∂RT )(φ) = T (d(φ − dφ
dθ
θ)) = ∂T (φ − dφ

dθ
θ).

Note that when T is an integral 2-current, ∂RT need not be an integral
current. It is if ∂T vanishes on weight 2 1-forms, since then ∂RT = ∂T .

Definition 18. For a Rumin current T , define the Rumin-flat norm,
∥T ∥R ♭, as the best constant C in the inequality

∣T (ω)∣ ≤ Cmax{∥ω∥∞, ∥dRω∥∞}.

Equivalently,

∥T ∥R ♭ = inf{M(R) +M(S) ; R, S Rumin currents, T = R + ∂RS}.

Since there are less test forms in the Rumin complex than in the de
Rham complex, Rumin masses are less than usual masses, and Rumin-flat
convergence implies flat convergence.

Definition 19. A piecewise C1 chain in H1 is horizontal if it is an inte-
gral linear combination of piecewise C1 simplices whose edges (1-dimensional
faces) are horizontal PL curves.

A current T is a Rumin-flat integral current if it is a Rumin-flat limit
of horizontal piecewise C1 chains whose simplices have diameters tending
uniformly to 0.

Rumin flat integral currents are special cases of integral currents. By
definition, for every Rumin-flat integral 1-current T , and every smooth
function λ on H1, T (λθ) = 0. Note that horizontal piecewise C1 2-
chains are usually not Rumin-flat integral currents. Rumin-flat integral
2-currents are really weird things. Nevertheless, for Rumin-flat integral
currents, ∂RT = ∂T is integral.

Proposition 20. Cα arcs or squares in H1, α > 1
2

, are Rumin-flat integral
currents.

Furthermore, the following variant of the direct estimate (1) of The-
orem 3 holds. For a Cα arc F (I), I an interval of length δ, for every
weight 1 1-form ω,

∣J(F (I), ω)∣ ≤ ∥F ∥Cαδα∥ω∥∞ + ∥F ∥3
Cαδ

3α∥dRω∥∞. (2)

If S = [0,1]2, for a Cα square F (S),

∂RF (S) = F (∂S).

Proof Let Q = [0,1] or [0,1]2. Let F ∶ Q → H1 be Cα with α > 1
2
.

Using the horizontal simplices of Lemma 17 as a replacement for those of
subsection 2.1, we get a sequence of piecewise smooth maps F ′

j converging
uniformly to F , such that

F ′
j+1 − F ′

j =H ′′
j + ∂K′′

j ,

15



where H ′′
j and K′′

j are sums of horizontal simplices of small diameter.
If Q = [0,1], since the edges of each simplex σ of K′′

j are horizontal,
∂σ = ∂Rσ, hence ∂K′′

j = ∂RK′′
j . Thus, in both cases,

F ′
j+1 − F ′

j =H ′′
j + ∂RK′′

j ,

Since Rumin masses are smaller than usual masses, the sequence F ′
j con-

verges in Rumin-flat norm, hence F (Q) is a Rumin-flat integral current.
If Q = S = [0,1]2, for every weight 1 1-form ω,

J(F (∂S), ω) = J(F (∂S), ω + fθ) = J(F (S), d(ω + fθ)) = J(F (S), dRω),

showing that ∂RF (S) = F (∂S).

5.6 Slicing and Rumin-flatness

Federer’s Slicing Theorem, [F], Theorem 4.3.2 page 438, states that, given
a Lipschitz function Rm → Rn, a flat current T of dimension k on Rm can
be expressed as the integral over Rn of a family of flat currents ⟨T, f, z⟩,
z ∈ Rn, of dimension k−n, supported on fibers f−1(z) of f . One can think
of ⟨T, f, z⟩ as the intersection of T and f−1(z).

Question. Let T be a Rumin-flat integral 2-current in H1 and let
f ∶ H1 → R be a Lipschitz function. Is it true that for almost every t ∈ R,
⟨T, f, t⟩ is a Rumin-flat integral 1-current ?

We would need this merely for Cα squares T = F (S) and f = x coor-
dinate. Since f is Euclidean Lipschitz, Federer’s Slicing Theorem asserts
that for all real valued Baire functions Φ on R, and all smooth compactly
supported 1-forms ψ on H1,

∫
R
⟨F (S), ξ, x⟩(ψ)Φ(x)dx = J(F (S), ψ ∧Φ(x)dx).

Take Φ = 1 and ψ = χθ, where χ is a cut-off which equals 1 on a neigh-
borhood of F (S). This yields

∫
R
⟨F (S), ξ, x⟩(θ)dx = J(F (S), θ ∧ dx).

If almost all slices ⟨F (S), ξ, x⟩ are Rumin flat integral 1-currents, then
⟨F (S), ξ, x⟩(θ) = 0 for a.e. x, and J(F (S), θ∧dx) = 0. Applying a rotation
would imply that J(F (S), θ ∧ dy) = 0 as well. According to Lemma 12,
this suffices in order that all integrals of smooth 2-forms vanish, i.e. the
currents F (S) vanish identically. This implies that Cα maps R3 → H1

induce 0 on the homology of arbitrary open subsets, a fact which cannot
happen for homeomorphisms.
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[Z3] Züst, Roger. A solution of Gromov’s Hölder equivalence problem for
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