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ABSTRACT. We study the 2d-Ising model defined on finite boxes at temperatures
that are below but very close from the critical point. When the temperature ap-
proaches the critical point and the size of the box grows fast enough, we establish
large deviations estimates on FK-percolation events that concern the phenomenon of
phase coexistence.

1. INTRODUCTION

The present paper is a study of the influence of criticality on surface order large
deviations. Surface order large deviations occur in supercritical FK-percolation and
hence, by the FK-Potts coupling, in the Potts models at sub-critical temperatures.
Originally, the study of such atypical large deviations and their corresponding Wulff
construction has started for two dimensional models: the Ising model [18, 27, 28,
29, 34, 35|, independent Bernoulli percolation [5, 3] and the random cluster model
[4]. The just cited papers rely on a direct study of the contours. This leads to
results that go beyond large deviations and give an extensive understanding of phase
coexistence in two dimensions and at fixed temperatures. In higher dimensions,
other techniques had to be used to achieve the Wulff' construction, [7, 11, 14, 15].
There, the probabilistic estimates rely on block coarse graining techniques [36].
These coarse graining techniques also found applications in other problems not
related to the Wulff construction, for example in the study of the random walk
on the infinite percolation cluster [6]. A two-dimensional version of block coarse
graining of Pisztora has been given in [17], using weak mixing results of Alexander
[2].

In all the cited works, the percolation parameter (or the temperature) is kept
fixed. The subject of our work is to understand how surface order large deviations
and in particular block coarse graining techniques are influenced by criticality. In
other words, our goal is to apply these coarse graining techniques in a joint limit
where not only the blocks size increases but also the temperature approaches the
critical point from below. It turns out that the study of block coarse graining
in such a joint limit gives rise to several new problems. Indeed, ideas that are
most natural and understood in the fixed temperature case become tricky when
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we approach criticality. This gives rise to questions like: how does the empirical
density of the infinite cluster converge when we approach the critical point ? or
how does the boundary condition influence the configuration inside the box when
exponential decay starts to degenerate 7 We address and to a certain extend solve
these questions in the special case of the 2d-Ising model.

One may wonder why we limit our self to the particular case of the 2d-Ising
model. Indeed, at fixed temperature, block coarse graining techniques are known
to be adequate for the study of all FK-percolation models in all dimensions not
smaller than two. But even in the fixed temperature case in dimensions higher
than three, block coarse graining techniques are known to work up to the critical
point only in the percolation model [25] and for the Ising model [8]. Unfortunately
very little is known concerning the critical behavior of these models in dimension
greater than two. When the dimension is greater than a certain threshold, many
of the critical exponents take their so called mean-field values [38]. Despite these
results, to our knowledge, no information is available on the critical behavior of
the surface tension, i.e, the exponential price per unit area for the probability of a
large interface of co-dimension one. Therefore we are limited to the two dimensional
case, where two potential candidates are possible: site percolation on the triangular
lattice, where a lot of progress has been made in the rigorous justification of critical
exponents [37, 39, 10] and the 2d-Ising model where even more accurate information
is available thanks to explicit computations, see [32] and the references therein. Site
percolation model would have been an easier model to tackle and the techniques
we use could handle this case with straightforward modifications. But the analysis
of the corresponding Wulff construction is still out of reach. The reason for that is
related to the open question number 3 at the end of [39]. Therefore, we chose to
treat the 2d-Ising case and proof enough block estimates which permit the use of the
techniques of [14] to establish the existence of the Wulff shape near criticality [13]
under certain constrains on the simultaneous limit (thermodynamical and going to
the critical point).

1.1. Statement of the main results. Our results concern the FK-measures
of parameter ¢ = 2 on finite boxes A(n) = (—n/2,n/2]* N Z?, where n is a positive
integer. We denote by FK(p,A(n)) the set of the partially wired FK-measures
on boxes A(n) = (—6n/10,6n/10]*> N Z? at percolation parameter p. The use of
slightly enlarged boxes A is merely technical. When p > p, = V2/(1 4+ V/2), we
denote by 6(p) the density of the infinite cluster. In what follows we will say that a
cluster C' of a box A is crossing, if C intersects all the faces of the boundary of A.
When p > p., it is known [17] that up to large deviations of the order of the linear
size of the box A(n), there exists a crossing cluster. It is also known that with
overwhelming probability this crossing cluster has a density close to 8 and that the
crossing cluster intersect all the sub-boxes of at least logarithmic size. Our main
results essentially state that this qualitative picture still holds when we approach
the critical point and let the boxes grow fast enough. To formulate our results, we
define for every box A the following events:

U(A) = {3 an open crossing cluster C* in A}.
Moreover, for M > 0, we define
R(A, M) =U(A) N { every open path v C A with diam(y) > M isin C*}

N {C™ crosses every sub-box of A with diameter > M},
2



where diam(+) = max, ye~ |t — y| with | - | denoting the Euclidean norm.

Theorem 1. Let n > 1 and a > 5. There exist two positive constants \,c = c(a)
such that if p > p. and n > ¢(p — p.)”~" then

VB e FK(R(n)p)  log®[U(A(n)] < —A(p— po)n.
Moreover, if M 1s such that

logn

—= < M<n
li(p - pc)

— ?

(1)

with k > 0 small enough, then

V& € FKX(A(n),p) log ®[R(A(n), M)°] < —=X(p — p.) M.

Note that the speed of the large deviations slows down by a factor (p. — p) when
p | pe. This is directly related to the critical exponent v = 1 of the inverse
correlation length of the 2d-Ising model. The exponent a > 5 restrict our result to
be valid only for boxes of width much larger than the inverse correlation length.
Next, we consider deviations for empirical densities of the infinite cluster when
p J pe. For n > 0, we consider the number of boundary connected sites

My = {z € A(n) : = & OA(n)},

where we have used the notation |E| to denote the cardinality of a set E C Z? and
where OA denotes the site boundary of A. It is known that for all p > p.,

: 1 w
(2) lim 7<I>A(’Z)[JMA(,1)] = 6(p).

A )
On the other hand, from the solution of Onsager [33] we know that 6(p) ~ (p —

pc)l/s when p | p.. This degeneracy requires us to control the speed at which the
convergence (2) occurs. To this end, for each § > 0, we define

Msup(d, p) = inf {m >1:Vn>m @4 (M) < [AM)|(1+ 5/2)9} ,

which represents the minimal size of the box required to approximate the density of
the infinite cluster within an error of §6/2. The subadditivity of the map A — My,
makes it handy to consider large deviations from above. To do so, we define the
event

W(A,8) = {My < (1+8)6|A]}.

and obtain



Theorem 2. Let p > p. and § > 0. If n > 8mgyup(d,p)/d then

3) log @2 [W(A(n), §)°] < - (%) |

In particular, for every a > 5/4, there exists a positive constant ¢ = c(a,d) such
that whenever n T oo and p | p. in such a way that n > ¢(p — p.)~* then

1
: w,p c
o (p — pe)?ett/4n? log @\, (W (A(n),0)7] <0.

It is natural to take the density of the crossing cluster as an empirical density of
the infinite cluster. Next we consider the deviations from below of this quantity.
For any § > 0, we define the event

V(A 8) =UAN)N{|C*| > (1 —=6)8|Al}.

When p > p. is kept fixed, an upper bound of the correct exponential speed can be
obtained using coarse graining techniques of Pisztora. We proof that similar ideas
can be used to obtain a priori estimates in the joint limit.

Theorem 3. Let a > 5 and a €]0,(1 + &) 7'[. There exists a positive constant
¢ = cla,a) such that, if n T oo and p | p. in such a way that n®(p — p.)* > ¢ then

52
(4) sup  B[V(A(n), )] < exp(=Ad(p—pe)n®)+exp(—— (p—p)'/*n?7*9),
PEFK(A(n),p) 4

where \ 1s a positive constant. In particular

1i inf B[V(A(n).8)] = 1.
i,k [V(A(n),d)]

When p > p. is kept fixed, the right hand side of (4) can be replaced by an expression

of the form exp(—cn) where ¢ is a positive constant. The appearance of two terms

in the joint limit n — oo and p | p. comes from the fact that the size of the blocks

in the coarse graining cannot be taken constant anymore, they have to diverge like
o

n®. Note that the two terms on the right hand side of (4) are competing, indeed
when o increases the first term decreases and the second one increases.

1.2. Organisation of the paper. In section 2, we start by introducing the basic
definitions and notations used in the rest of the paper. In this section, we also
provide preliminary results on the critical behavior of the 2d-Ising model. Then,
in section 3, we establish weak mixing results in a situation where p — p.. These
results will enable us to control adequately the influence of the boundary conditions.
Finally, the proofs of the main theorem are given in section 4. In the appendix,
we prove a technical result concerning the speed of convergence of the empirical
magnetization near criticality.



2. PRELIMINARIES

2.1. The FK-representation. There exists a useful and well known coupling be-
tween the Ising model at inverse temperature 3 and the random cluster model with
parameter ¢ = 2 and p = 1 — exp(—20), see [19, 21]. The coupling is a probability
measure P on the edge-spin configuration space {0, 1}EA() s £ 1 4114,

To construct P} we first consider Bernoulli percolation of parameter p on the
edge space {0, 1}Am) then we choose the spins of the sites in A(n) independently
with the uniform distribution on {—1,+1} and finally we condition the edge-spin
configuration on the event that there is no open edge in A(n) between two sites
with different spin values. The construction can be summed up with a formula, we
have

V(o,w) € {0, 1}EAMm) o 11 41140
]- wle —wie
Pi(o,w) = IT 7920 = p)' % o@)=ot)wter=o;
c€E(A(n))

where Z is the appropriate normalization factor. It can be verified that the marginal
of P on the spin configurations is the Ising model at inverse temperature 3 given
by the formula p = 1 —exp(—2() and the marginal on the edge configurations is the
random cluster measure with parameters p, ¢ = 2 and subject to wired boundary
conditions, i.e., the probability measure on Q) = {0, 1}EA() defined by

w I » o
B eehw  Rlkl=Zdt Y I p0-pT,
e€R(A(n))

where c]*(w) is the number of connected components with the convention that two
clusters that touch the boundary dA(n) are identified. This coupling says that one
may obtain an Ising configuration by first drawing a FK-percolation configuration
with the measure @X)’ﬂ), then coloring all the sites in the clusters that touch the
boundary OA(n) in +1 and finally coloring the remaining clusters independently

in +1 and —1 with probability 1/2 each. Also, the coupling permits to obtain a
23 Ainy
then declaring that all the edges between two sites with different spins are closed,
while the other edges are independently declared open with probability p and closed
with probability 1 — p.

Let A C Z? and 0 < p < 1. In addition to the wired boundary conditions we will
also work with partially wired boundary conditions. In order to define them, we
consider a partition 7 of A = {x € A : Jy € Z*\ A, |z — y|1 = 1}. Let us say
that = consists of {By, - , By}, where the B; are non-empty disjoint subsets of A
and such that U;B; = OA. For every configuration w € Qy, we define cl™(w) as

percolation configuration by first drawing a spin configuration with u

the number of open connected clusters in A computed by identifying two clusters
that are connected to the same set B;. The m-wired FK-measure ®'" is defined by
substituting cl*(w) for cl™(w) in (5). We will denote the set of all partially wired

FK-measures in A by FK(p,A). Note that ®§™ corresponds to # = {9A}. We

define the FK-measure with free boundary conditions CI)ﬁ’f

measure corresponding to © = ().
Let U C V C Z2 For every configuration w € {0, I}E(ZQ), we denote by wy the
restriction of w to Qy = {0,1}*V). More generally we will denote by w{ the

as the partially wired

=
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restriction of w to QY = {0, 1I}EVNEY) 1f V = Z2% or U = ) then we drop them
from the notation. We will denote by FY the o-algebra generated by the finite
dimensional cylinders of QY.

Note that every configuration n € Qy induces a partially wired boundary condition
m(n) on the set U. The partition m(n) is obtained by identifying the sites of OU

that are connected through an open path of nV. We will denote by @%ﬂ(n) the
corresponding FK measure.

2.2. Planar Duality. The duality of the FK-measures in dimension two is well
known. In this paper we will use the notation of [17] that we summarize next. Let
0 <p <1and A be a box of Z2. To construct the dual model we associate to a box
Athe set A C Z2+ (1/2,1/2), which is defined as the smallest box of Z?+(1/2,1/2)
containing A. To each edge e € E(A) we associate the edge € € E(K) that crosses
the edge e. Note that {¢' € E(K) :Je e E(A),e=¢€} = ]E(K) \ E(@K)

This allows us to build a bijective application from 2, to Q?\A that maps each

original configuration w € €, into its dual configuration & € Q?\K such that
Ve e E(A) : O(€) =1 —w(e).

The duality property states that for any 0 < p < 1 and any JFj-measurable event
A we have

{7 [4] = @7 [A],

where A = ey qwe AD = naK} C Q?\K is the dual event of A and where
P =2(1—p)/(2—p). It is useful to remark that when we translate an F-measurable
event A into it’s dual A\, we obtain an event which is in .7:/13/\. and that @%”p’q[;ﬂ

does note depend on the states of the edges in E(@K) Note also that under the
measure 7 the law of wyp is an independent percolation of parameter p and wga
is also independent from w?.

We end this section by setting the following convention concerning the use of the
word dual in the rest of the paper: we always consider that the original model
is the super-critical one, i.e., p > p., which is defined on the edges of Z2 The
dual model is always the dual of the super-critical model. That is, it is a sub-
critical model defined on the edges of Z? +(1/2,1/2) and at percolation parameter
Pp=2(1-p)/(2—p) < pe A dual path, circuit or site will always denote a path,
circuit or site in Z%2+(1/2,1/2). The term open dual will always designate edges € of
Z*+ (1/2,1/2) that are open with respect to the dual configuration, i.e., &(€) = 1.
The law of the dual edges € will always be the dual measure ®” which is sub-critical,
re., p < pe.

2.3. Preliminary results on criticality in the 2d-Ising model. In this sec-
tion we review some known results about the nature of the phase transition of the
2d-Ising model. These properties are important for our analysis and their proofs
uses the specificities of the 2d-Ising model: explicit computations and correlation
inequalities. Even though similar results are believed to hold for all the two dimen-
sional FK-measures with parameter 1 < ¢ < 4, the FK-percolation with parameter
q = 2 is the only model where such results can be established via-explicit compu-
tations. That is why our results are restricted to the 2d-Ising model. Let us also
6



mention that if the analogues of the results stated in the section where available
for other two dimensional FK-measures then the techniques used in this paper can
be generalized to treat such cases. The extension to higher dimensional models is
potentially also possible along the ideas of [36] but, to our knowledge, informa-
tion about the critical behavior of the surface tension near criticality is nowadays
unavailable even in the form of conjectures.

2.8.1 The critical point. It is known that the critical point of the Ising model
on Z?* is given by the fixed point of a duality relation (see [23]). For the random
cluster model with ¢ = 2, the dual point p is related to p through the relation

D 2
(6) S - 2, and the fixed point is p. = V2 .
1++v2

l-pl-p
For the general ¢-Potts model, the identification of the critical point and the self-
dual point, i.e., p. = \/q/(14./4), is still an open problem for the values 2 < ¢ < 25.
When g > 25.72, this identity has been established and in this situation the Potts
model exhibits a first order phase transition [22,30]. Thus the 2d-Ising model is the
only two dimensional Potts model exhibiting a second order phase transition for
which the critical point has been rigorously identified to be the self-dual point.

2.8.2 The surface tension. In the two dimensional supercritical FK-percolation
model, large interfaces are best studied via duality. Indeed, a large interface implies
a long connection in the sub-critical dual model. This is why the surface tension at
p > pe is given by the exponential decay of connectivities in the sub-critical dual
model:

Ve € Z* 7p(z) = — lim llog ®P [0 ¢ nz,
n—oo N
where ®2_ denotes the unique infinite FK-measure for p < p. [24]. In this paper,
we are interested in the situation where the spatial scale n goes to infinity and
simultaneously p goes to p.. Using sub-additivity and the formula for 7,, it is
possible to show that

Proposition 4. When n 1 oo and p | p. we have uniformly in x € Z?% that

(7)

—log ®?_[0 <+ nz] < —7,
(p = pe)nz]

where T, 18 a positive constant.
The proof of the last proposition and even stronger results is the subject of [32].

2.8.8 The magnetization. The magnetization of the Ising model corresponds to
the density 6(p) of the infinite cluster in the FK-representation. When ¢ = 2, it
is known that 6(p) approaches zero when p | p.. Thanks to the Onsager’s exact
solution, it is also known at which speed this occurs:

(8) 6(p) ~ (p — pc)'/® whenp | p..

To apply our techniques, we will also need to know at which speed the empirical
magnetization converges to 6(p) when approaching p.. More precisely, we need to
control

(9) L arv [{z € An) < = 5 OA(m)}] — 6(p)

n
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in the joint limit n — oo and p — p.. In turns out that the control of (9) is delicate.
Indeed, we where unable to control the speed of convergence of (9) in the joint limit
using only Proposition 4, (8) and robust FK-percolation techniques. We found a
solution to this problem using further specificities of the 2d-Ising model, namely
correlation inequalities. Using the ideas of [9], we get the following result

Proposition 5. Let £ > 0 and a > £ + 1. There exist two positive constants
c=c(& a) and p such that

—da 1 w
Vp # pe, n > c|p — pcl o Y Leconim | —0(p) < plp—pel*.

z€A(n)
We defer the proof of the last proposition to the end of the paper in Appendix A.

3. WEAK MIXING NEAR CRITICALITY

In this part we establish weak mixing properties in the situation where p | p..
These results are crucial in order to bound the influence of the boundary conditions.
As it appears from [17], in order to implement a useful coarse graining in dimension
two, it is necessary to have a control of the boundary conditions. When p is fixed,
this control can be obtained by using the weak mixing properties proved in [1, 2].
To handle the situation where p | p., we give an alternative way to establish weak
mixing and generalize the results of [1, 2] to a situation where the exponential decay
of connectivities becomes degenerate.

3.1. Control of the number of boundary connected sites. Let p < p.,n > 1.
In this paragraph, we are interested in the control of the number of boundary
connected sites

(10) My = [{z € A(n) : x < OA(n)} .

The coming results depend on the speed of convergence of the mean of M,, near the
critical point. We characterize this speed by introducing the following quantity:

(11)
. 1 w
Vp < pe, 6 >0 mgun(d,p) = mf{m >1:Vn>m WCI)A(’Z)[JWA(M] < 5} )

The main tool used in this section is subadditivity which permit us to reduce
the problem to a family of bounded i.i.d random variables. Which are then well
under control thanks to the following concentration bound:

Lemma 6. (Theorem 1 of [26]) If (Xi)i<i<n are independent random variables
with values in [0,1] and with mean m, then

1)

vt €]0,1 —m| P{Z(Xi—m) >nt §exp(—nt2).

=1



Lemma 7. Let § >0, p < p.. If n > 16mgu(6/2,p)/0, then

M) on :
10g‘I’A< ) [|A(n)| = 5} = <6msub(5/2,p)>

Proof. First we partition A(n) into translates of the square A(m) where

(12) m = msub(5/2ap)'
Next, we take
(13) n > 16m/d,

and consider the set

A(n) = U B(z),

z€Z2:B(z) CA(n)

where B(z) = ma 4+ A(m). Note that |A(n) \ A'(n)] < 4mn. The number of

partitioning blocks satisfies

n2

Sw\ 3,

(14) < [A'(n)] <

29m?2

Since My is subadditive, by (14) and (13), we obtain

JWA(n‘) 1 4dm
S —— ve B(x): OA(n —
Aot <5 2 Mo B0 o 08+
1 -Z\/[B(I) )
< + -
Tl 2= Bl T
By the FKG inequality, we get
l\lA(n) 1 */MB(I) 30
1 oI L ) I I [R—— = > —|E
0w | > < | 3 e

where E is the increasing event {‘v’g € A’(n), all the edges of 0B(z) are open}.
The random variables Mp(,/|B(z)|, z € A'(n), take their values in [0,1] and
they are independent under CI)A( )[ |E]. By (12), their mean satisfies

JWB(I') “/MB(.Z’) )
16 Vzel P | —=|F i = < —.
1o zeno) o5 | 2] = 2 [face] <

Finally, by lemma 6 and by the inequalities (14), (15) and (16) we get

My (n) §2n?
w,p
QW{(N‘%SW{WMQ'




3.2. Control of the boundary conditions. In this section, we determine a
regime where we can still control the influence of the boundary conditions when
p — pe. The regime will be characterized by the speed by which the quantity mgyp
defined in (11) diverges near the critical point. We thus need to give an upper
bound for the speed of this divergence.

Lemma 8. Let & > 0,§ > 0. For every a > £ + 1 there exists a positive constant
¢ =c(a, k) such that

£

—a

Vp < Pe msub(ﬁ(pc - p) 7p) < C(pc - p)

Proof. Let a > 1 and € € (0,a — 1). From proposition 5 we know that for every
n € (&,€ + 1) there exist two positive constants p and ¢; such that

1

Vp<p. ¥Yn>ci(p.—p)"“ m

(I)jxuéf;)[ﬂll\(n)] < p(pc - p)n'

Furthermore, since n > &, there exists a positive constant ¢ = ¢(p, &, k,n) such that

Vpe€(pe—e,p:)  plpe—p)" < k(pe —p)*.

Note also that if p < p. — e then x(p — p.)* > ke® and there exists ng(e®) such that
n > ng implies
Vp<pe—e  man(r(p—pe)*,p) < no.
Hence the result follows by choosing ¢ = max(cy,e%ng). O
Proposition 9. Let p < p. and a > 5. There exist two positive constants ¢ = c(a)

and X\ such that of n > ¢(p. — p)~* then

log @37 [0 > OA(n)] < —A(pe — p)n.

Proof. Let A =10+ 0A(n/2)}. In order to control the influence of the boundary
conditions imposed on A(n) we first write
@0 [A] <@L [A N { My < [A(n)]8}]

+ CI)X](’Z)[J\/[A(M > |A(n)|5 ],

(17)

where My, is defined in (10). On the event A" = AN {My,) < |A(n)]d} of the
first term we can bound the influence of the boundary conditions in an adequate
way by using a judicious trick due to David Barbato [6], while the second term will
be made negligible thanks to lemma 7.

Barbato’s trick: This trick has initially been introduced in order to simplify the
proof of the so called interface lemma in the case of dimensions higher or equal to
three. Here we will use this trick in a different context. From the definition of the
FK-measures it is clear that the influence of the boundary conditions comes from
the connected components that connect 9A(n/2) to dA(n). Thus if one can cut all
these connections without altering too much the probability of the event A then

10



one gets a control over the influence of the boundary conditions. To do this we first

define M /’\(n) as

My = [{z € A(n) 1 z < OA(n) in A(n) \ A(2]z]w)}] -

This is the same quantity as M} (,) with the difference that we count only the
sites x that are connected to the boundary with a direct path that does not use
the edges in E(A(2|2|o)). Now suppose that A" = AN {My,) < |A(n)|d} occurs.
Since My ) < My(n) we also have M} ) < 6|A(n)]. Next, for 0 < h < 1/4, we
define the set

b(h) = 9[—n(1 —h)/2,n(1 —h)/2)%.

Note that for 0 < h < 1/4, we always have

b(h)N A(n/2) =0.
Next, we concentrate on the finite set of values 0 < hy < -+ < h that satisfy

b(hr) N A(n) # 0.

We notice that the number K of such values iy satisfies

S-l<K<o+l
Until here, the construction does not depend on the configuration. Next, we scan
the configuration in A(n) from outside inwards and define for each hy the set of
bad sites intersected by b(hg):

V(hi) = 1\/[/’\(71) Nb(hy).

On A’ we have that E?:l |V (hi)| < JMJ’\(n) < d|A(n)| whence, for n large enough,

J|A(n)|

K g -1

mk1n|V(hk)| <

Thus there exists at least one k € {1,..., K} such that
(18) |V (hi)| < 160n.

We define h* as the first (smallest) value hj that satisfies (18). Notice that h* is a
sort of stopping time, in the sense that

(19) VO< h<1/4 {h* =R} € Fam)\A((1=h)n)-

Then we define the set of bad edges as the set of edges that have one extremity in
A((1 = R*)n) and the other in V(h*):

I, = {e={v,u} e B : veA((L —R")n), ue V(L") }.
11



Even though

(20) L AE(A(m) \ A((L = h*)n)) = 0,

we obtain from (19) and from the definition of V(A*) that

(21) VICBAM) (Lo =1} € Faanaia—m-
It is also important to notice that

(22) I, NE(A(n/2)) = 0.

Now, for each site v € V(h*) there is at most one edge e in I, with extremity v
thus we get from (18) that

(23) I1,,| < 166n.
Let ¥ : A" — Q be the map defined by:

0 ifeel,(w)

w(e) otherwise

Vwe A" Vee A(n) ¥(w)(e) = {

A((1 = R*)n)
[———————= |
| |
| |
| |
| |
| |
I [A(n/2) |
| |
| - _ _ _ I
_Ijjjﬁ v 1s not a bad site
A(n) 0 1 = jad edges

The configurations in W(A') have the following three crucial properties:

i) We claim that

24 \I;—l ! <2165n.
(24) w/?ﬁ}i/ﬂ (W) <

To prove (24), we first write for each & € U(A')

@) < Y HweUm: Inlw) =1, 0" ="},
ICE(A(n)
12



By (20) and (21), the above sum contains only one term corresponding to I =

I(w). Hence
U@ < {w € Q) ¢ In(w) = I(@), 0! =37} < 2@

and the claim follows from (23). Finally, using the finite energy property and
(24) we get

166n
) (1) e e

(I)A(n)[A] < max 5

/E\Ij( 4/
<exp(c1n) @0 [T(A)],

(25)

where () < ¢; < oo 1s a constant.
ii) By (22), the map ¥ does not modify the configuration inside A(n/2), thus

T(A") C A
iii) By our cutting procedure we disconnect A((1 — h*)n) from dA(n) hence
U(A) C {A(3n/4) «» OA(n) } .
By the property ui¢) and by duality, if the event W(A') occurs, there exists an
outermost open dual circuit I' in A(n) that surrounds A(3n/4). Let = be the set of
such dual circuits surrounding A(3n/4). For every 7 € =, we define Int(5) as the

set of all the sites of A(n) that are surrounded by 5 and Ext(7), the set of the sites
of A(n) that are not surrounded by 5 . Note that

(26) {I' =7} = Open(7y) N G5,

where Open(y) = {Ve € 7 : &(€) = 1} and where G5 is a Fgyy(5)-measurable event.
By using properties ii) and iii) and by (26) we can write

oYk (AN < @yt (AN [ J{T =7}
(27) FeE
= > @yP [AN G5|Open()] &% [Open(d)].

FE=

Since A is Fiyi5-measurable, G5 is Fgy3-measurable, we can use the independence
of the o-algebras Fiyi5 and fEXt’Y under <I>A( )[ |Open(7)] and the spatial Markov
property to get

32 [AN G5|Open(3)] =827 [AOpen()] 8% [Gs|Open(3)]

=/ [4] 84, [G5|Open(3)].

Int(7)

(28)

Also A is an increasing event, so using (28), we get

(29)  VAEE Iy [ANG5|Open(q)] < @17 [A] @37 [G5|Open(d)].
13



Using (27) and (29) we obtain

By [W(AN)] <@L [A] D @Y [G5[Open(3)] @47 [Open(7)]
(30) F€E

=&7 [A] 840 [T € E: T =7] < L [4].

Combining (30) with (25) gives us

(31) U2 [A'] < exp(e1dn) B2 [A]

Now we turn to the second term of (17), namely @A(p)[*WA(n > |A(n)]é ]. Assuming
that n is bigger than 16ms,(6/2,p)/d, we can apply lemma 7 to get

(32) Oy [Many > [A(n)]6 ] < exp [— (W) ] -

Substituting (31) and (32) into (17) one has

(33) (IDX( [A] <exp(cidn) PL[A] + exp [— <W) ] .

It follows from the comments after proposition 4 that there exists a positive 7. such
that for all p < p. and n > 1,

21 [4] < [0A(n/2)| sup  BL[0 6> 2] < nexp(—relpe — pIn/d).
z€OA(n/2)

So that (33) becomes

(34) (I)X( [A] < 2nexp(—7c(pe — p)n/4 + c10n) + exp

~(emmati) |

From (34), it is clear that the only way not to destroy our estimates is to take ¢ at
87;61 (pc —p). Let a > 2. By lemma 8 we

most of order (p. — p). So let us choose § =
know that there exists a positive constant cp such that meun(7c(pc —p)/(16¢1),p) <
c2(pe — p)~". Thus there exists a positive c3 such that for all n > c3(p. — p) =17,

(34) becomes
(35) Oy [A] < exp(—(7¢/16)(pe — p)n) + exp(—ca(pe — p)* " n?),

where ¢4 > 0. Furthermore, we require that the first term is the main contribution,
we do this by imposing that n > 7.(p. — p) ' 72%/(16¢4). We conclude the proof by
choosing ¢ = (e3p?) V (7. /(16¢4)) and A = 7./16. O

The last proposition permits us to control adequately the influence of boundary
conditions near criticality.
14



Corollary 10. Let p # p., a > 5 and 6 > 0. There exist two positive constants
¢ = c(a,d) and A such that uniformly over the events A € Fp(y) and uniformly over
two measures ®1, @y in FK(A(n(l +6)),p) we have

n>clp—p| ¢ = (1— e MPPeln/2)28, (4] < &,[A] < (14 e~ APPeln/2)28, [ 4).

Proof. Consider A € Fy(,) and two partially wired boundary conditions 7y and
my on the boundary OA((1 4 d)n). It is sufficient to prove the statement for the

measures ®; = ‘I’X?Eﬁa)n) and @, = CI)XQ(E?_MM). Let m > (1 + 26)n and define the
A((148)n)

’-measurable events, for ¢ = 1, 2:

following fA(m)

with wired boundary conditions on A(m)
Wi = Qw € Qp(m) : and the configuration w on A(m) \ A((1 + d)n),
the boundary conditions induced on A((1 + d)n) are =,

Since 7; and my are partially wired boundary conditions, it is possible to find a large
enough finite m such that CI)A( )[W] > 0,1 = 1,2. We fix such an m and write

D, [A] = CIDA( )[A|W] i = 1,2. We note that d(A(m)\ A((1 4+ 0)n),A(n)) > dn/2.
Therefore, Proposition 9 and an adaptation of the arguments of lemma 3.2 in [4]
ensures the existence of a positive ¢ = ¢(a, ) such that

n>clp—p™ = Oy AW =L [A]] < emPMpmreln/2o Rl TA] i =12,
Using the last inequality, we finally get
Ba[A] > (1 — e APt/ e R0 [A] > (1 — emOMPmreln/2)2 g, 4],

and

B[] < (L4 e M) GRL 4] < (1— TP, 4],
O

4. PROOF OF THE THEOREMS

Proof of Theorem 1. Since U(A(n)) is increasing, we have that
Ve € FK(A(n).p) 2[U(A(m)] < B, [TU(AM)°].
By duality we get that

S[U(A(n))°] <2 (I)L(p [d an open dual path in K(n) of diameter > nj,

Let a > 5. By Corollary 10 and proposition 4 there exist two positive constants
¢ = ¢(a) and A\q such that for all p > p, and for all n > ¢(p — p.)™* we have

(IDJJ{’(p )[EI an open dual path in K(n) of diameter > n]

@/{’g’n)[ﬂ an open dual path in K(n) of diameter > n]

< ®%_[d an open dual path in K(n) of diameter > n]
< 2n* exp(=Mi(p — pe)n)

< 2exp((pe —p)n(r — 4

15
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Note that there exists ng independent of everything such that

logn < n=1/2 1
c

3/2
n(p—rpe) ~ P—Pe

IN

Vn > max(ng, c(p — pc)~ %) (p— pe)

Thus, the result follows by choosing A = A;/2 and ¢ big enough. To estimate the
event R, notice that

S[R(A(n), M)l < ®[U(A(n))] + ¢§7fn)[3 an open dual path of diameter > M].

Then, as before, we use Corollary 10 and proposition 4 to get

®[R(A(n), M)°] < exp(=A(p — pe)n) + n* exp(=A(p — pe) M)

<e
< (L+n*)exp(=Ap — pe)M).

Finally, condition (1) ensures that the prefactor does not destroy our estimates and
this concludes the proof. O

Now we turn to the estimation of the crossing cluster’s size:

Proof of Theorem 2.

To get (3), one proceeds as in lemma 7. For the second statement, one proceeds
as in lemma 8 to prove that for every a > 9/8, there exists a positive constant
¢ = ¢(a, d) such that mg,,(d,p) < C(p—p:)~*. The desired result follows then from
(3). O

Proof of Theorem 3. Let ® € FK(A(n),p). We renormalize A(n) into A(n) by
partitioning it into blocks B(z) of size N < n to get the renormalized box

A(n) ={z € Z*: (-N/2,N/2)* + Nz C (-n/2,n/2]*}.

Next, we define the following events:

- For{z,y} € E(A(n)), we denote by m(z,y) the middle point of the face between
B(z) and B(y). We also introduce the box D, =m(z,y)+ A(|N/4]) of width
|N/4| and centered at m(z,y). Then, we define B

K,y = {3 crossing in D, 4}, K, = ﬂ K, ..

) ) z€A(n): |z—z|=1

- For € A(n) and M > 0, we define

R(z) = {3! crossing cluster C;; in B(z)}N

36
(36) {every open path v C B(z) with diam(y) > M is included in Cz}

On A(n), we define the 0 — 1 renormalized process (X (z),z € A(n)) as the indicator
of the occurrence of the above mentioned events:

{ lon R(z)N K(x)

0 otherwise

Ve An) X(z)=

16



By Theorem 1, we get the following estimate on the probability that a specific box
is bad. There exist k, A > 0 such that if

(37) n>N>4M>1m57N
F”‘(p - pc)
then
(38) VeeA(n)  @[X(z) = 0] < exp (-A(p— po)M).

As M will grow, we can restrict ourselves to the case where there is no bad block

at all and where the event R(A(n), N) is satisfied, namely for all ® € FX(A(n),p),

we write

- ®[V(A(n),0)°] <®[3 a bad block | + ®[R(A(n), N)]
(39) + ®[ A a bad block N R(A(n), N)NV(A(n),d)°].

By (38), we get

2

(40) ®[3 a bad block | < % exp(—A1(p — pc)M).

For the second term of (39),we apply Theorem 1 to get

(41) P[R(A(n), N)| < exp(=A2(p — pe)N),

For the third term of (39), we observe that if there is no bad block then there
is one single cluster in the renormalized process that consists of all the blocks of
A(n). By the definition of the events associated to (X (z), z € A(n)), this induces

one crossing cluster C* of Ugzea(n)B(z) that contains all the crossing clusters C7,

z € A(n). On the other hand, since R(A(n), N) is satisfied, we have that C* C Cz,
where C* is the crossing cluster of A(n), which is guaranteed to exists thanks to
the event U(A(n)). Now, we define for every x € A(n) the random variables

Y(z) = N7*|{v € B(z) : diam(C,) > M}|
and observe that

(42) C* < (1=6)8n" = Y [C3<(1-24)6n*.
ZEA(n)

Yet if B(z) is a good box then every cluster of B(z) that is of diameter larger than
M is included in C}, thus using (39), (40),(41), (42) and by the FKG inequality we
get
(43)

n? N\’
OIV(AM),3)] < 25 ep(-hp - pM) + o[ (1) X viw < (1- 0],

N n

z€A(n)
17



where E is the event that all the edges that touch the boundary of the boxes B(z)
are closed and A3 = min(\;, \2). Now we choose N and M such that the mean

of the random variables Y (z) is big enough: by using Corollary 10 we have for
z € A(n)

OLP ¥ (2)] > N720L7 [[{z € A(N —4M) 1 z ¢ OA(2M) + z}]
>N"2 N P v o OA(2M) + 1]

A(N)
zEA(N—-4M)
>N eIt Ll e OA(2M) + g
zEA(N—-4M)
o (N —4M)® ,
>(1—e @ Pc>M/2)2Tq>A({;M) [0 < DA(2M)]
o (N — 4M)? ,
>(1—e P PCW/?)?T%[O & OA(2M)]
sSM
> (1 —2eP=PIM/2y (1 _ )0

By Ounsager’s formula, we have

6 = (p - pc)1/8 + 0((]? - pc)l/s)v p »L Pec -

Thus if we choose
)
(44) M = 3—2]\7 and  M(p —pc) > ¢,

where ¢ > 0 is a large enough constant we get

9

(45) VzeAn) Oy [V(2)] >6(1-3).

The random variables Y (z), x € A(n), take their values in [0, 1] and they are inde-
pendent under ®[- |E], thus we can use lemma 6 with (45) to bound (43) by

(46)  B[V(A(n),6)°] < 25 exp(=A(p — pe) M) + exp <_5 il ;_> |

Let a >3 and 0 < a < 1. If n® > (p — p.)~* and letting N = n®, one gets

BV(A(n), ] < 2exp(~ 5d(p— peIn® +2(1 — ) logn) +exp (—752"2@’) n—> |

Also, under the above regime we have that (p — p.)n®/logn — oo. Thus, by choos-
ing n, N, M such that (37) and (44) are satisfied, we obtain the desired result. O
APPENDIX A

As promised, we give a proof of Proposition 5
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Proof of Proposition 5. From the Ising-FK coupling it follows that

1 w 1
m%(’i) [Mam)] = A . | Hagm o (@),
z€EA(n)

where ,u;t(’g) is the plus boundary condition Ising measure on {—1,+1}") taken
at inverse temperature 3. The proof we present here is an adaptation of arguments
included in [9]. An alternative way to derive the result is to use the ideas of [16].
Let n,k,l be three integers larger than one. For A > 0, we note /,Li__’l_ﬁk’f_l the Ising
measure on the box A(n+k+1) with boundary conditions +, at inverse temperature
(3 and where every spin in A(n 4+ k + 1)\ A(n + k) is submitted to a positive field

h/B3. Let @ € A(n). The measure F‘:fi—ﬁléil has the property that

+.8,h

It is thus a sort of interpolation between the measures Mj\—ég—i—k—i—l) and FA(n )

Furthermore, it is easy to check that

Opt o (@)] h 8,k 8.k
o > e @e )] =i le (@i e ()
yEA(n+Ek+D\A(n+k)
Therefore, we have
1/6 )
0< M;\F(n+k)[‘7(l’)] - MX(g+k+l)[U($)] =
> [ el @ew)] - e @ el dn,

yEA(n+Ek+D\A(n+k)
Next, applying the Ising specific G.H.S inequality [20], we get that

phblhlo(@)ew)] — uh ikl @l 5k lo ()]

< uLlo(@)o(y)] — uLPlo (@) [o(y)]-

Note that the right hand side depends only on the infinite volume measure. On the
other hand, by using Griffith’s inequalities [20], we may estimate

phot lo(@)o(y)] — pl it lo(@)utfh o (y)] < exp(—Aih),

uniformly in n 4+ k + [, x,y and in #, where A\ is a positive constant.
Combining the two last inequalities with the magnetic field representation of the
boundary conditions, we finally obtain

Mj\—(’ngk)[U(«?)] - /ij\_(’5+k+l)[0(f)] <
[[an Y {0#o@ow) - i) i o)) Aexp(-Aui}
0 YEA(nt+k+D\A(n+k)
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First, let us consider the case where 0 < 3 < (.. In this situation, the explicit
computation (see [32]) yields that the correlation is bounded above as follows:

(47) pEPlo(@)o(y)] — pkPlo()] pkllo(y)] < exp(—=Xa(8 — Be)|z — y)).
Thus
'LLA(nJrk[ o(x)] - /“LA(g—Hc-H)[ (z)]

g/ dh Z exp(—(Ah V X2 (Be — B) |z —yl))

OyeA(nth+D\A(n+k)

< /OOO dh exp(—%h) Z GXP(_%(ﬁc — Bz —yl)

yEA(n+Ek+D\A(n+k)

2 A
<o ) ew(=H (B -Hle—yl)

! YyEA(n+E+D\A(n+k)
<3 Ao l k
<5 (= (B = ) o n kot r)exp( =B = A1)

8 n+k A ’ A
Sery g en(= 7 (B = AR) Y exp(= (B = B)r)
¢ r=0

The last inequality has been obtained by bounding n + & 4+ r by (n+k)(r + 1) and
by choosing ¢; in such a way that

Vr >0 r4+1<

A
exp( g (e = B)(r +1).
Sending ! to infinity yields

8c n+k A
Himlo @) < 3 g8+ ha(Be = B)) exp(= (B = B)b)

Thus, there exists a positive constant ¢o such that

Hxingmlo@)] < e (ﬂffg) exp(— Aj(ﬂc—ﬂ)k).

Applying this inequality to the box A(n) and the sites in A(n — k), we deduce that
forallk <n

k n A
Z MA( ) < 2 + 627(/3 — 5)2 exp(——z(ﬂc _ ﬂ)k)

4
IEA(n

We fix £ >0 and a > £+ 1. For all 0 < 8 < 3. we take n > (3. — 8)~¢ and choose
k= (8- ﬂ)én and obtain

Z F‘A(n)

rEA(n)

c A
Q(ﬁc - ﬁ)g‘l‘ 2 7 €XP ( - _Z(ﬁc - ﬁ)1+5—
(n(Be — B)2)* ( 4 logn

(48)

2
—|—1—|——)10gn>.
a
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The last expression suggests to impose a regime on (8. — 3)%n. Indeed thele exists
a positive ng = ng(§,a) such that n > ng implies that n/logn > n e , hence by
imposing

8 2.\ a/etD)
) V1V %

(B = B)n > (-1 +2)

2
we obtain that

A
Z /‘LA(n) < 2(60 - 6)5 + coexp <—§2(ﬁc _ ﬁ)é%—ln)

IEA(n)
/\2 (ﬁc ﬁ)é’—l—l
2 4+ ¢y exp <log 3 _/3(5 — gmn))] )

Finally, note that there exists a positive ¢ = £(£, a) such that for all 5. —e < 8 < .

(ﬁc - ﬁ)S—H
log 575

S(ﬁc - 5)5

> (B = B)".

This implies that

Z ”A(n)

IEA(n)
1 /\2 (ﬁc - 6)5—1—1
2 + co exp <10gﬁc—ﬁ<§_§7log 7 n))]

Be—8
§(%3c _ 5)5 {2 + Cz(ﬁc _ ﬂ)_€+%(ﬁc_6)an:| :

Thus, if we impose that

g(ﬁc - 6)5

16& —a
n > /\—Z(ﬁc_ﬂ) )

we get that

Z /’LA(n) (ﬁc—ﬁ)£[2+cz(ﬁc—ﬁ)5].
IEA(n)
Thus, there exists a positive ¢ = ¢(&, a) such that for all 3. —e < 8 < 3. and for
all n > ¢(8. — 3)”* we have that

(49) Z MA(n) <p (5 5)57

IEA(n)

where p’ is a positive constant. When § < 3. — e, (49) also holds, provided p' is
replaced by p = p' V75,

In order to treat the case where § > 3., one proceeds in the same way. In this
situation (47) is replaced by the following bound that can be obtained from the
results of [31]: there exist positive constants A3, c3 and § such that for all z,y € Z?
satisfying |z — y|(# — B¢) > 1/§ we have that

pillo(2)a(y)] —m*(8)* < esexp(=As(8 — Be)le — yl) .
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