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Abstract: We consider the standard model of i.i.d. first passage per-
colation on Zd given a distribution G on [0,+∞] (+∞ is allowed). When
G([0,+∞]) < pc(d), it is known that the time constant µG exists. We are in-
terested in the regularity properties of the map G 7→ µG. We first study the
specific case of distributions of the form Gp = pδ1 + (1 − p)δ∞ for p > pc(d).
In this case, the travel time between two points is equal to the length of the
shortest path between the two points in a bond percolation of parameter p. We
show that the function p 7→ µGp is Lipschitz continuous on every interval [p0, 1],
where p0 > pc(d).
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1 Introduction
The model of first passage percolation was first introduced by Hammersley

and Welsh [13] as a model for the spread of a fluid in a porous medium. Let
d ≥ 2. We consider the graph (Zd,Ed) having for vertices Zd and for edges Ed
the set of the pairs of nearest neighbours in Zd for the Euclidean norm. To each
edge e ∈ Ed, we assign a random variable t(e) with values in R+ such that the
family (t(e), e ∈ Ed) is independent and identically distributed with distribution
G. The random variable t(e) may be interpreted as the time needed for the fluid
to cross the edge e. We define a random pseudo-metric T on this graph: for any
pair of vertices x, y ∈ Zd, the random variable T (x, y) is the shortest time to
go from x to y. We are interested in the asymptotic behavior of the quantity
T (0, x) when ‖x‖ goes to infinity. Under some assumptions on the distribution
G, one can prove that

lim
n→∞

1

n
T (0, nx) = µG(x) ,
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where µG(x) is a deterministic constant depending only on the distribution G
and the point x. This result was proved by Cox and Durrett in [5] in dimension
2 under some integrability conditions on G, they also proved that µG is a semi-
norm. Kesten extended this result to dimensions d ≥ 2 in [14], and he proved
that µG is a norm if and only if G({0}) < pc(d). The constant µG(x) may be
seen as the inverse of the speed of spread of the fluid in the direction of x. It is
usually called the time constant.

It is possible to extend this model by doing first passage percolation in a
random environment. We consider an i.i.d. supercritical bond percolation on
the graph (Zd,Ed). Every edge e ∈ Ed is open with probability p > pc(d),
where pc(d) denotes the critical parameter for this percolation. We know that
there exists almost surely a unique infinite open cluster Cp [12]. We can define
the model of first passage percolation on the infinite cluster Cp. To do so, we
consider a probability measure G on [0,+∞] such that G([0,∞[) = p. In this
setting, the p-closed edges correspond to the edges with an infinite value while
the infinite cluster made of the edges with finite passage times corresponds to
the infinite cluster Cp of a supercritical Bernoulli percolation of parameter p.
The existence of a time constant for such distributions was first obtained in the
context of a stationary integrable ergodic field by Garet and Marchand in [9]
and was later shown for an independent field without any integrability condition
by Cerf and Théret in [3].

The question of the continuity of the map G 7→ µG was first addressed in
dimension 2 with the article of Cox [4]. He showed the continuity of this map
under the following hypothesis of uniform integrability: if Gn converges weakly
towards G and if there exists an integrable law F such that, for all n ∈ N,
F stochastically dominates Gn, then µGn converges towards µG. In [6], Cox
and Kesten proved the continuity of this map in dimension 2 without any in-
tegrability condition. Their idea was to consider a geodesic for the truncated
passage times min(t(e),M) for some M > 0, and then to avoid the clusters
of G([0,M [)-closed edges crossed by the geodesic, that is the clusters of edges
with a passage time larger than some M > 0. The clusters of G([0,M [)-closed
edges intersecting the geodesic are then bypassed with a bypass included in
their boundaries. Note that, by construction, the edges in the boundaries of
G([0,M [)-closed clusters have a passage time smaller than M . Thanks to com-
binatorial considerations, Cox and Kesten were able to obtain a precise control
on the length of these bypasses. This idea was later extended to all the di-
mensions d ≥ 2 by Kesten in [14], by taking a M large enough such that the
percolation of the edges with a passage time larger than M is highly subcriti-
cal: for such a M , the size of the clusters of p-closed edges can be controlled.
However, this idea does not work any more when we allow passage times to
take infinite values. In [11], Garet, Marchand, Procaccia and Théret proved the
continuity of the map G 7→ µG for general laws on [0,+∞] without any moment
condition. More precisely, they proved the following. Let (Gn)n∈N and G be
probability measures on [0,+∞] such that Gn converges weakly towards G, that
is, for all continuous bounded functions f : [0,+∞]→ [0,+∞[, we have

lim
n→+∞

∫
[0,+∞]

fdGn =

∫
[0,+∞]

fdG .

This convergence will be simply denoted by Gn
d→ G. Equivalently, we have
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that Gn
d→ G if and only if for any t ∈ [0,+∞] such that x 7→ G([x,+∞]) is

continuous at t, we have

lim
n→+∞

Gn([t,+∞]) = G([t,+∞]) .

If moreover Gn([0,+∞[) > pc(d) for all n ∈ N, and G([0,+∞[) > pc(d), then

lim
n→∞

sup
x∈Sd−1

|µGn(x)− µG(x)| = 0 ,

where Sd−1 is the unit sphere of Rd for the Euclidean norm.
The regularity result on µG yields also some information on the limit shape,

namely, on the way the limit shape changes under small perturbations. As
mentioned in [2] before Theorem 2.7: " If one could derive strong results in this
direction, perhaps the establishment of various conjectures about the limit shape
(e.g., curvature) could be made easier, or reduced to finding some special class
of distributions for which the properties are explicitly derivable." To be able to
deduce a result on the stability of the curvature under small perturbations, we
would need to obtain a regularity result on the second derivative of G 7→ µG.
Therefore, there is still a lot of work to do in that direction. Our goal here
is to improve the existing regularity result. We wish to go beyond the mere
continuity and to obtain a Lipschitz property. We consider first the specific
case of distributions of the form

Gp = pδ1 + (1− p)δ∞, p > pc(d) .

Let Gp be the subgraph of Zd whose edges are open for the Bernoulli percolation
of parameter p. The travel time for the law Gp between two points x and y in Zd
coincides with the chemical distance between x and y, that is the graph distance
between x and y in Gp. Namely, we define the chemical distance DGp(x, y) as the
length of the shortest p-open path joining x and y. As a corollary of the work of
Garet, Marchand, Procaccia and Théret in [11], we see that the map p 7→ µGp is
continuous over ]pc(d), 1]. In [8], Dembin obtained a better regularity property.

Theorem 1.1 (Theorem 1 in [8]). Let p0 > pc(d). There exists a constant κ0

depending only on d and p0, such that

∀p, q ∈ [p0, 1] sup
x∈Sd−1

|µGp(x)− µGq (x)| ≤ κ0|q − p|| log |q − p|| .

To prove this theorem, Dembin used a renormalization process in which she
controlled the scale of the renormalization. The renormalization was responsible
for the presence of a logarithmic term. In this paper, we improve this result by
proving that the function p 7→ µGp is in fact Lipschitz continuous.

Theorem 1.2. Let p0 > pc(d). There exists a constant κ0 depending only on d
and p0, such that

∀p, q ∈ [p0, 1] sup
x∈Sd−1

|µGp(x)− µGq (x)| ≤ κ0|q − p| .

To fix the issues that were encountered in [8], we use a new approach. Our aim
is to understand how the chemical distance in Bernoulli percolation depends
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upon the percolation parameter p. The key part of the proof lies in a multiscale
modification of an arbitrary path. Let us fix two parameters p, q such that
q > p > pc(d). We couple two percolation configurations at level p and q in
such way that a p-open edge is also q-open. We consider the geodesic γ joining
0 and x ∈ Zd for the bond percolation of parameter q. Some of the edges in
γ are p-closed, we want to build upon this path a p-open path. To do so, we
need to bypass the p-closed edges in γ. Roughly speaking, the idea is to prove
that, for ‖x‖ large enough, with high probability, the average size of a bypass
is smaller than a constant C and that the number of edges to bypass in γ is
at most (q − p)‖x‖. Therefore, with high probability the total length of the
bypasses is less than C(q − p)‖x‖. Whereas in [8], all the edges were bypassed
at the same scale, here we use a multiscale renormalization and each edge is
bypassed at the appropriate scale. The crucial point is to perform each bypass
at an adequate scale and to pay the right price for it. By properly choosing the
different scales of the renormalization process, we can build a family of shells
(shell(e))e∈γ made of good boxes at scale 1 such that the total cardinality of
the shells

∑
e∈γ | shell(e)| is at most C‖x‖ with high probability. These shells

of good boxes will possess all the desired properties to build p-open bypasses of
edges in γ. The shells are built without revealing the p-states of the edges in γ
so that they are independent of the p-states of the edges in γ. In the end, we
will not use all the shells but only the shells associated to p-closed edges in γ. In
the coupling, the probability that a q-open edge is p-closed is q − p. Therefore,
we expect that the total length of the bypasses∑

e∈γ
| shell(e)|1e is p-closed

is at most C(q − p)‖x‖.
We did not manage to prove this result by using a simple renormalization

process. In remark 4.6, we explain the technical difficulties that we encountered
and why we think that a multiscale renormalization is necessary.

We tried to extend theorem 1.2 to general distributions, but we did not
obtain a satisfactory result. We only managed to prove the result stated next.
Its formulation is quite heavy, and a main problem is that this result does not
yield the mere continuity of the map G 7→ µG, so we will only give a sketch of
its proof in section 5.2.

Let p1 < pc(d), p0 > pc(d), M > 0, ε0 > 0 and ε 7→ δ(ε) be a non-decreasing
function. We define Cp0,p1,M,ε0,δ as

Cp0,p1,M,ε0,δ =


G distribution on [0,+∞] : G({0}) ≤ p1,
G([0,+∞[) > p0, ∀ε < ε0 G(]0, ε]) ≤ δ(ε),

G([0,M ]) ≥ (1− δ0(p0)
2 )G([0,+∞[)

 ,

where δ0 = δ0(p0) is a positive constant depending on p0 and d. For F a distri-
bution on [0,+∞], we denote by F the distribution F conditioned to [0,+∞[,
defined by

∀x ∈ R+ F ([0, x]) =
F ([0, x])

F ([0,+∞[)

and by F
−1

the pseudo inverse of F , defined by

∀t ∈ [0, 1] F
−1

(t) = inf
{
x ∈ R : F (x) ≥ t

}
.
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The map G 7→ µG is Lipschitz continuous on Cp0,p1,M,ε0,δ in the following sense.
There exists a constant κ depending on the parameters of the class Cp0,p1,M,ε0,δ

such that

∀F,G ∈ Cp0,p1,M,ε0,δ sup
x∈Sd−1

|µG(x)− µF (x)| ≤ κ
(∣∣F ({+∞})−G({+∞})

∣∣
+ sup
t∈[0,1]

∣∣F−1
(t)−G−1

(t)
∣∣) .

In order to understand better where this class of distributions comes from, let
us consider two distributions G and F on [0,+∞[ and the standard coupling of
these two distributions, in which a uniform random variable on [0, 1] is associated
to each edge. Let us consider the geodesic γG for the distribution G between
0 and x ∈ Zd. The time TF (0, x) to go from 0 to x for the distribution F is
bounded from above by

TG(0, x) + |γG| sup
t∈[0,1]

|F−1(t)−G−1(t)| .

Conversely, the same inequality holds for TG(0, x). We seek a class C of dis-
tributions on which the size of γG is uniformly bounded from above, i.e., for
which there exists a constant C such that, for all distributions G in C, we have
|γG| ≤ C‖x‖ with high probability when ‖x‖ goes to infinity. The inequality
|γG| ≤ C‖x‖ ensures that

|TG(0, x)− TF (0, x)|
‖x‖

≤ C sup
t∈[0,1]

|F−1(t)−G−1(t)| .

When we consider distributions that may take infinite values, we add another
difficulty. For some edges in γG the passage time for the law F may be infinite.
To overcome this issue, we apply the same strategy as in the proof of theorem 1.2:
we bypass these edges with edges of passage time smaller than some constantM
for the law F . The number of edges that we need to bypass is of order at most
|F ({+∞}) −G({+∞})||γG| and the average size of a bypass is constant. This
accounts for the term |F ({+∞})−G({+∞})| in the statement of the result.

We do not claim that the constraints on the distributions given by the class C
are optimal. However, for each condition, we can exhibit a family of distributions
for which it is unclear whether we can obtain a uniform control on the size of
the geodesic:
— The family

(
(pc − 1/n)δ0 + (1 − pc + 1/n)δM

)
n≥1

for some large M > 0

accounts for the condition G({0}) < p1.
— The family

(
pcδ1/n + (1− pc)δM

)
n≥1

for some large M > 0 accounts for the
condition ∀ε < ε0, G(]0, ε]) ≤ δ(ε).

— The family
(
(pc + 1/n)δ1 + (1− pc− 1/n)δ∞

)
n≥1

accounts for the condition
G([0,+∞[) > p0.

— The family
(
pcδ1 + (1− pc)δn

)
n≥1

accounts for the condition

G([0,M ]) ≥ (1− δ0/2)G([0,+∞[) .

At pc, we know that the size of a geodesic is super linear in dimension 2 [7] and
the nature of the problem is very different.

5



Here is the structure of the paper. In section 2, we introduce some definitions
and preliminary results. The section 3 presents the multiscale renormalization
process and the construction of the shells. In this section, we explain how we
modify a q-open path to turn it into a p-open path with a control on the length
of the bypasses. In section 4, we derive probabilistic estimates on the total size
of the shells. Finally, in section 5, we prove theorem 1.2 and sketch the proof
for the result for general distributions.

2 Definitions and preliminary results
Let d ≥ 2. Let x = (x1, . . . , xd) ∈ Rd, we define

‖x‖1 =

d∑
i=1

|xi|, ‖x‖2 =

√√√√ d∑
i=1

x2
i and ‖x‖∞ = max

1≤i≤d
|xi| .

Let A and B be two finite subsets of Zd, we define the distance d(A,B) between
the sets A and B as

d(A,B) = inf
{
‖a− b‖1, a ∈ A, b ∈ B

}
.

We extend this definition to sets of edges A,B ⊂ Ed. Let Ã (respectively B̃) be
the set of the endpoints of the edges in A (respectively B), we set

d(A,B) = d(Ã, B̃) .

Let G ⊂ Zd and x, y ∈ G. We say that the sequence γ = (v0, . . . , vn) is a
∗-path from x to y in G if v0 = x, vn = y and for all i ∈ {1, . . . , n}, vi ∈ G and
‖vi − vi−1‖∞ = 1. We say that x and y are ∗-connected in G if such a path
exists. Let G be a subgraph of (Zd,Ed) and let x, y ∈ G. A path γ from x to y
in G is a sequence γ = (v0, e1, . . . , en, vn) such that v0 = x, vn = y and for all
i ∈ {1, . . . , n}, the edge ei = 〈vi−1, vi〉 belongs to G. The length of such a path
is n and it is denoted by |γ|. We say that x and y are connected in G if such a
path exists. We define the chemical distance between x and y in G by

DG(x, y) = inf
{
|r| : r is a path from x to y in G

}
.

If x and y are not connected in G, then we have DG(x, y) =∞. In what follows,
the graph G will be the subgraph Gp of Zd whose edges are open for the Bernoulli
percolation of parameter p > pc(d). To get around the fact that the chemical
distance can take infinite values, we introduce a regularized chemical distance.
We denote by Cp the unique infinite connected component of Gp. Let C be a
subset of Cp, we define x̃C as the vertex of C which minimizes ‖x− x̃C‖1, with a
deterministic rule to break ties. Typically, we will take for C the infinite cluster
of a configuration of Bernoulli percolation with a parameter smaller than p so
that C ⊂ Cp ⊂ Gp and therefore

DGp(x̃C , ỹC) ≤ DC(x̃C , ỹC) <∞ .

We can define the regularized time constant as in [10] or as a special case of [3].
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Proposition 2.1. Let p > pc(d). There exists a deterministic function µp :
Zd → [0,+∞[ such that, for every p0 ∈ (pc(d), p],

∀x ∈ Zd lim
n→∞

DCp(0̃Cp0 , ñx
Cp0 )

n
= µp(x) a.s. and in L1.

It is important to check that µp does not depend on Cp0 , the infinite cluster we
use to regularize the chemical distance. This is done in lemma 2.11 in [11]. As
a corollary, we obtain the monotonicity of the map p 7→ µp, see lemma 2.12 in
[11].

Corollary 2.2. For all pc(d) < p ≤ q, we have

∀x ∈ Zd µp(x) ≥ µq(x) .

The following lemma is an improvement of the result of Antal and Pisztora in [1]
controlling the probability that two connected points have a too large chemical
distance. In the original result, the constants depend on p, the adaptation of
the proof is written in lemma 4.2. in [8].

Lemma 2.3. Let p0 > pc(d). There exist β = β(p0) ≥ 1, Â = Â(p0) and
B̂ = B̂(p0) > 0 such that, for all p ≥ p0,

∀x ∈ Zd P(β‖x‖1 ≤ DCp(0, x) < +∞) ≤ Â exp(−B̂‖x‖1) .

3 Renormalization
In this section, we present the multiscale renormalization process, the con-

struction of the shells and the method to build bypasses. Let q > p ≥ p0 > pc(d)
be fixed. We consider two configurations of Bernoulli percolation on the edges
of Zd, one with parameter p and one with parameter q.

3.1 Definition of the renormalization process
For a positive integer N , we define the N -box

BN =

[
−N

2
,
N

2

[ d
∩ Zd

and the family of translated N -boxes:

∀i ∈ Zd BN (i) = iN +BN .

The lattice Zd is the disjoint union of this family: Zd = ti∈ZdBN (i). We
introduce also larger boxes that will help us to link N -boxes together. We
define

∀i ∈ Zd B′N (i) = iN +B3N .

Let B be a box. A connected cluster C of the configuration restricted to B is
said to be crossing, if for any pair of opposite faces of B, there is an open path
in C connecting them. We define the diameter of a cluster C as

diam(C) := max
x,y∈C

‖x− y‖∞ .
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We construct the multiscale renormalization process by induction. Let (lk)k∈N∗

with l1 ≥ 3 be an increasing sequence of integers which will be specified later.
This sequence will define the successive scales. For a positive integer k, we
define Nk as

Nk = l1 · · · lk .

We also define the box Bk+1 of side length lk+1 at scale k that is made of sites
at scale k. More precisely, for i ∈ Zd, we define

Bk+1(i) = Blk+1
(i) and B′k+1(i) = B′lk+1

(i) .

Thus, we have |Bk+1(i)| = ldk+1 and |BNk+1
(i)| = Nd

k+1. The definition of what
a good box is will differ at scale 1 and at larger scales. We first have to define
what a good box is at scale 1. To do so, we list the properties that a good
box should have to ensure that we can build a suitable modification of a path.
We have to keep in mind that all the properties must occur with probability
converging to 1 when N1 = l1 goes to infinity. Let β = β(p0) be the constant
defined in lemma 2.3.

Definition 3.1. Let β > 0 be a constant that will be defined later. We say that
the site i is (p, q)-good at the scale 1 if the following events occur:
(i) There exists a unique p-cluster C in B′N1

(i) with diameter larger than N1;

(ii) This p-cluster C is crossing for each of the 3d N1-boxes included in B′N1
(i);

(iii) For all x, y ∈ B′N1
(i), if x and y belong to C, then DGp(x, y) ≤ 12βN1;

(iv) If γ is a q-open path in B′N1
(i) such that |γ| ≥ N1, then γ and the p-cluster

C in B′N1
(i) have a vertex in common.

The cluster C is called the crossing p-cluster of the (p, q)-good site i. We say
that the box BN1

(i) is (p, q)-good at scale 1 if the site i is (p, q)-good at scale 1.

We introduce next the notion of a cluster of bad sites.

Definition 3.2. Let k ≥ 1. Let us assume that we have already defined what a
(p, q)-good box is at scale k. For a (p, q)-bad site j ∈ Zd at scale k, we denote by
C(k)(j) the connected cluster of the (p, q)-bad sites at scale k which contains j (if
j is a (p, q)-good site, then C(k)(j) is empty). Equivalently, the cluster C(k)(j)
is the set of the vertices of Zd which are connected to j by a path visiting only
sites which are bad at scale k.

We define now by induction what is a good site at scale k.

Definition 3.3. Let k ≥ 1. Let us assume that we have already defined what a
(p, q)-good site is for scales from 1 to k. Let i ∈ Zd. We say that the site i is
(p, q)-good at scale k + 1 if

∀j ∈ B′k+1(i) |C(k)(j)| ≤ lk+1 .

We say that the box Bk+1(i) is (p, q)-good at scale k+1 if the site i is (p, q)-good
at scale k + 1.

To abbreviate, we will often say good site instead of (p, q)-good site. On the
grid Zd, we use the standard definition of closest neighbour, i.e., we say that x
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and y are neighbours if ‖x − y‖1 = 1. Let C be a connected set of sites of Zd,
we define its exterior vertex boundary

∂vC =

{
i ∈ Zd \ C : i has a neighbour in C and is connected

to infinity by a path in Zd \ C

}
.

The set ∂vC is not Zd-connected in general, however it is ∗-connected (see for
instance lemma 2 in [16]). Besides, we have

|∂vC| ≤ 2d|C| .

We adopt the convention that ∂vC(k)(i) = {i} when i is a good site at scale k.
We shall define a multiscale site percolation process given by the states of the
boxes at the different scales. Note that, on a given scale, the states of the boxes
are not independent but there is a short range dependence.

3.2 Construction of the detours
We will consider different couplings between the percolation processes with

parameters p and q. These couplings are variants of the usual coupling built
with the help of i.i.d. random variables uniformly distributed on [0, 1]. For
the time being, we do not specify which coupling we use. The most important
property of the coupling is that a p-open edge is always q-open. Let us consider
a q-open path γ between 0 and a point x ∈ Zd. Some edges in γ might be
p-closed and our goal is to bypass these p-closed edges. To each edge e in γ we
will associate a shell made of good boxes at scale 1 such that the edge e lies in
the interior of the shell. The properties of the good boxes will guarantee that
the edge e can be bypassed by a p-open path lying in the internal boundary of
its associated shell. To control the lengths of the bypasses, we shall bound from
above the total size of the required shells, depending on the bad sites that γ
crosses. Let us first rigorously define what a shell is. Let C be a ∗-connected
set. We define the interior int(C) of C by

int(C) =

{
i ∈ Zd \ C :

i is not connected to infinity
by a Zd-path in Zd \ C

}
.

Definition 3.4. Let e ∈ Ed. A set C of ∗-connected good boxes at scale 1 is a
shell for e if it satisfies

∂v int(C) = C and e ∈
⋃

i∈int(C)

(BN1(i) ∩ Ed) .

The condition ∂v int(C) = C says that C is indeed a sort of shell. The second
condition says that e is in the interior of the shell.

For k ≥ 1 and a path γ, we denote by nk(γ) the number of bad boxes at
scale k that γ crosses, i.e.,

nk(γ) =
∣∣{i ∈ Zd, i is bad at scale k and γ ∩BNk(i) 6= ∅

}∣∣ .
The following proposition builds shells for edges in a path γ and bounds from
above the sum of the squares of the sizes of these shells in function of the number
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of the bad sites that γ visits at every scale. Note that we do not build shells
for edges around the extremities of γ. Due to technical details, for the edges at
the extremities of γ, we cannot guarantee that we can build shells such that γ
enters and exits each shell at least once.

Proposition 3.5 (Construction of the shells). Let pc(d) < p < q. Let x ∈ Zd.
Let us assume that 0, x ∈ Cq. We consider a q-open path γ between 0 and x. Let
M = M(γ) be the smallest positive integer such that nM (γ) = 0. We set

γ = γ \ (B4NM ∪ (x+B4NM )) .

(If M is too large or infinite, then γ is empty). To each edge e ∈ γ, we can
associate a shell shell(e) such that we have

d

( ⋃
i∈shell(e)

BN1
(i), {e}

)
≥ (14β + 2d)N1 ,

d

( ⋃
i∈int(shell(e))

BN1
(i), {0, x}

)
≥ N1 ,

∑
e∈γ
| shell(e)|2 ≤ 32d4d2

(
(3d)4|γ|N2

3N
2d
2 +

M−1∑
k=3

nk(γ)N2
k+1N

3d
k (3d)2kd

)
.

Proof of proposition 3.5. Let γ be a q-open path joining 0 and x and let M and
γ be defined as in the statement of the proposition. Let e ∈ γ. For k ≥ 1, we
denote by ek the site of Zd such that the box BNk(ek) contains the smallest
extremity of e in the lexicographic order. Let us assume that there exists an
integer k ∈ {2, . . . ,M −1} such that e3, . . . , ek are (p, q)-bad at their respective
scales but ek+1 is (p, q)-good at the scale k + 1 (if e3 is good then k = 2). We
define B′, Λk, Λ̃k and Λk by

B′ =
{
i ∈ Zd : ‖i− ek‖∞ ≤ 1

}
, Λk =

⋃
i∈∂vB′

C(k)(i) ∪B′,

Λ̃k =
⋃

i∈Λk

Bk(i) and Λk =
⋃

i∈Λk

BNk(i) .

The sets B′ and Λk are made of sites at scale k. The set Λ̃k is made of sites at
scale k− 1. The set Λk is made of sites belonging to the initial lattice Zd. Since
ek+1 is a good site at scale k + 1 and ∂vB′ ⊂ B′k+1(ek+1), we have

∀i ∈ ∂vB′ |C(k)(i)| ≤ lk+1 ,

and, using the fact that |∂vB′| ≤ 2d|B′|, we obtain

|Λk| ≤ (2dlk+1 + 1)|B′| ≤ 3d+1dlk+1 .

Moreover, we claim that the set ∂vΛk is made of good sites at scale k. Let
i ∈ ∂vΛk. Since

∂vΛk ⊂
⋃

l∈∂vB′
∂vC

(k)(l) ,

10



there exists l ∈ ∂vB′ such that i ∈ ∂vC(k)(l) and so i is indeed a good site at
scale k.

Let us assume that l2 ≥ (14β+ 2d). By construction of B′ and since e ∈ Λk,
we have

d({e},Zd \ Λk) ≥ Nk ≥ N2 ≥ (14β + 2d)N1 . (1)

The set Λk is included in the box B2(lk+1+2)(ek) of sites at scale k. Thus, we
have

d({e}, ∂vΛk) ≤ sup
x∈B2(lk+1+2)Nk

d(x,Zd \B2(lk+1+2)Nk)

= d(0,Zd \B2(lk+1+2)Nk(0)) ≤ (lk+1 + 2)Nk = Nk+1 + 2Nk .

Moreover, as e ∈ γ, we have d({e}, {0, x}) ≥ 2NM and using the fact that
e ∈ Λk, we have

d({e}, {0, x}) ≤ d({e}, ∂vΛk) + d(∂vΛk, {0, x}) ≤ d({e}, ∂vΛk) + d(Λk, {0, x}) ,

thus
d(Λk, {0, x}) ≥ 2NM −Nk+1 − 2Nk .

We define next iteratively a sequence of sets Λk, Λ̃k, . . . ,Λ1, Λ̃1. Let j ≥ 2.

:Λj−1

Λ̃j

C(j−1)(i), i ∈ ∂vΛ̃j

Figure 1 – Construction of Λj−1

Let us assume that we have already defined Λk, Λ̃k, . . . ,Λj , Λ̃j . We define Λj−1,
Λ̃j−1 (see Figure 1) and Λj−1 by

Λj−1 =
⋃

i∈∂vΛ̃j

C(j−1)(i) ∪ Λ̃j , Λ̃j−1 =
⋃

i∈Λj−1

Bj−1(i)

and
Λj−1 =

⋃
i∈Λj−1

BNj−1(i) .

Let us prove by decreasing induction that, for 1 ≤ j ≤ k, the following holds:

11



(i) We have |Λj | ≤ 3d(3d)k+1−j lk+1 (Nk/Nj)
d+1.

(ii) The set ∂vΛj is made of good sites at scale j.

(iii) We have d(Λj , {0, x}) ≥ 2NM − 2Nk −
∑k+1
l=j+1Nl.

These properties are true for k. Let us now assume that these properties hold
for some integer 2 ≤ j ≤ k. Let i ∈ ∂vΛ̃j be a site such that C(j−1)(i) 6= ∅.
There exists l ∈ Λ̃j such that i is a neighbour of l. Let l (respectively i) be
such that l ∈ Bj(l) (respectively i ∈ Bj(i)). Since i /∈ Λ̃j and l ∈ Λ̃j , then we
have i /∈ Λj and l ∈ Λj . Since the sites i and l are neighbours, it follows that
i ∈ ∂vΛj . Thanks to (ii), the site i is a good site at scale j and so we have
|C(j−1)(i)| ≤ lj and

|Λj−1| ≤ (2dlj + 1)|Λ̃j | ≤ 3dld+1
j |Λj | .

Iterating this inequality, we obtain property (i):

|Λj−1| ≤ 3d(3d)k+2−j lk+1

(
Nk
Nj−1

)d+1

.

Let i’ ∈ ∂vΛj−1. There exists l’ ∈ ∂vΛ̃j such that i’ ∈ ∂vC(j−1)(l’) and so i’ is
a good site at scale j − 1 and the property (ii) holds.
We have Λj ⊂ Λj−1 and

d(Λj , {0, x}) ≤ min
y∈∂vΛj−1

d(Λj , y) + d(y, {0, x}) . (2)

We claim that

∀y ∈ ∂vΛj−1 d(Λj , y) ≤ Nj + 1 . (3)

:Λj−1

Λj

y
z

BNj−1
(m)

BNj−1(m’)

Figure 2 – Representation of y, z and m, m’
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Let y ∈ ∂vΛj−1. Let z such that z ∈ Λj−1 and ‖y − z‖∞ = 1. Let m ∈ Zd

such that z ∈ BNj−1
(m) (see figure 2). Since y ∈ ∂vΛj−1, there existsm’ ∈ ∂vΛ̃j

such that m ∈ C(j−1)(m’). Thanks to property (ii) of the induction hypothesis,
we have |C(j−1)(m’)| ≤ lj . It follows that

d(Λj , y) ≤ d(Λj , z) + d(z, y) ≤ |C(j−1)(m’)|Nj−1 + 1 ≤ ljNj−1 + 1 ≤ Nj + 1 .

Combining inequalities (2) and (3), we obtain

d(Λj , {0, x}) ≤ Nj + 1 + d(∂vΛj−1, {0, x})
= Nj + 1 + d(Λj−1, {0, x})− 1

≤ Nj + d(Λj−1, {0, x}) . (4)

Combining inequalities (4) and property (iii) of the induction hypothesis, it
follows that

d(Λj−1, {0, x}) ≥ d(Λj , {0, x})−Nj ≥ 2NM − 2Nk −
k+1∑
l=j

Nl . (5)

The property (iii) follows and this concludes the induction. We set finally

shell(e) = ∂vΛ1 .

Thanks to property (i), we get

| shell(e)| ≤ 2d3d(3d)klk+1

(
Nk
N1

)d+1

. (6)

Since Λk ⊂ Λ1, we deduce from inequality (1) that

d

{e}, ⋃
i∈shell(e)

BN1
(i)

 ≥ (14β + 2d)N1 .

Moreover, property (iii) for l = 1, together with the facts that k ≤ M − 1 and
lM ≥M + 2 (since the sequence (lk)k≥1 is increasing), imply that

d(Λ1, {0, x}) ≥ 2NM − 2NM−1 − (M − 1)NM−1 −NM
= (lM −M − 1)NM−1 ≥ NM−1 ≥ N1 .

Therefore, the path γ enters and exits ∂vΛ1 at least once. For e ∈ γ, we denote
by k(e) ≥ 2 the largest integer k such that e3, . . . , ek are (p, q)-bad at their
respective scales (if e3 is good, then we set k(e) = 2). By construction, we have
that k(e) < M(γ). For k ≥ 3, the number of edges e ∈ γ such that k(e) = k
is at most nk(γ)|BNk ∩ Ed| = nk(γ)dNd

k . The number of edges in γ such that
k(e) = 2 is at most |γ|. Finally, using inequality (6), we have

∑
e∈γ
| shell(e)| ≤

M−1∑
k=2

∣∣{e ∈ γ : k(e) = k}
∣∣ 2d3d(3d)klk+1

(
Nk
N1

)d+1

≤ 2d3d

(
(3d)2|γ|N3N

d
2 +

M−1∑
k=3

nk(γ)Nk+1N
2d
k (3d)kd

)
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and similarly

∑
e∈γ
| shell(e)|2 ≤

M−1∑
k=2

∣∣{e ∈ γ : k(e) = k}
∣∣(2d3d(3d)klk+1

(
Nk
N1

)d+1
)2

≤ 4d232d

(
(3d)4|γ|N2

3N
2d
2 +

M−1∑
k=3

nk(γ)N2
k+1N

3d
k (3d)2kd

)
.

This concludes the proof.

Note that in the proof of proposition 3.5, even if the site e1 or e2 is good,
we do not bypass the edges of its box at that scale because we have to make
sure that the bypass we build do not use the edge e. To avoid this problem, we
build shell(e) in such a way that it is far enough from the edge e.

Once the shells are built, we build the bypasses. Given a set E of edges in
γ we would like to bypass, we control the total length of the bypasses with the
help of the total size of the shells associated to the edges in E.

Proposition 3.6 (Construction of the bypasses). Let pc(d) < p < q. Let
x ∈ Zd. Let us assume that 0, x ∈ Cq. We consider a q-open path γ between 0
and x. Let M be the smallest positive integer such that nM (γ) = 0 and let γ
and (shell(e))e∈γ be defined as in proposition 3.5. Let E be a subset of γ. There
exists a path γ′ between 0 and x such that γ′ ∩ E = ∅, the edges in γ′ \ γ are
p-open and

|γ′ \ γ| ≤ 12βN1

∑
e∈E
| shell(e)| .

We will need the following lemma to prove proposition 3.6. To guarantee that
we bypass an edge e without using e with the renormalization scheme, we build
our bypass far enough from the edge e. The following lemma enables us to build
a p-open path between two points in a ∗-connected set I of good boxes at scale
1 in such a way that it avoids a given set of vertices A. When applying this
lemma, we will take for the set A the set of the endpoints of the edges we wish
to bypass. The lemma provides a control on the length of the bypass depending
on |I|.

Lemma 3.7. [Adaptation of lemma 3.2 in [8]] Let A be a subset of Zd. Let I
be a finite ∗-connected set such that

d
(
A,
⋃
i∈I

BN1
(i)
)
> (14β + 2d)N1 .

Suppose that all the sites in I are (p, q)-good at scale 1. Let j, k ∈ I, x ∈ B′N1
(j)

be in the p-crossing cluster of BN1(j) and y ∈ B′N1
(k) be in the p-crossing

cluster of BN1(k). There exists a p-open path joining x and y of length at most
12βN1|I| that does not visit any point of A.

Proof of lemma 3.7. Since I is a ∗-connected set of sites, there exists a self-
avoiding ∗-connected path (il)1≤l≤r ⊂ I such that i1 = j, ir = k. Necessarily, we
have r ≤ |I|. As all the sites in I are good at scale 1, all the sites in (il)1≤l≤r are
good at scale 1. We define x1 = x and xr = y. For l ∈ {2, . . . , r− 1}, we choose
a point xl in the p-crossing cluster of the box BN1(il). The point x (respectively
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y) is at distance at most 2dN1 from BN1
(j) (respectively BN1

(k)), therefore the
points x and y are at distance at least 14βN1 from A. For l ∈ {2, . . . , r − 1},
the point xl belongs to BN1

(il) and so it is at distance at least 14βN1 from
the set A. For l ∈ {1, . . . , r − 1}, both points xl and xl+1 belong to B′N1

(il).
Using property (iii) of a p-good box, we can build a p-open path γ(l) from xl to
xl+1 of length at most 12βN1. As the points xl and xl+1 are both at distance
at least 14βN1 from A, the path γ(l) does not go through a vertex in A. By
concatenating the paths γ(1), . . . , γ(r−1) in this order, we obtain a p-open path
joining x to y of length at most 12βN1|I| that does not visit any point in A.

0

x

γ

: ∂vCi, 1 ≤ i ≤ r

: Λe, e ∈ E
: E

C1

C2

C3

Figure 3 – Construction of C1, . . . , Cr

Proof of proposition 3.6. Let (shell(e))e∈γ be the family of the shells built in
proposition 3.5. For any e ∈ E, we denote

Λe = int(shell(e)) , Λe =
⋃

i∈Λe

BN1
(i) .

We write ⋃
e∈E

Λe =

r⋃
k=1

Ck

where C1, . . . , Cr are disjoint connected components of sites, ordered in such a
way that C1 is the first component visited by γ, C2 is the second and so on (see
Figure 3). We set, for k ∈ {1, . . . , r},

Ck =
⋃

i∈Ck

BN1(i) , ∂vCk =
⋃

i∈∂vCk

BN1(i) .

Thanks to the second inequality of proposition 3.5, for every e ∈ E, we have
d({0, x},Λe) ≥ N1 and thus, for every k ∈ {1, . . . , r}, we have also d({0, x}, Ck) ≥
N1. This implies that γ enters and exits each connected component Ck at
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least once. Let us introduce some further notations (see Figure 4). We write
γ = (x0, . . . , xn) . We define

τin(1) = min
{
j ≥ 1 : xj ∈ ∂vC1

}
,

τout(1) = max
{
j ≥ τin(1) : xj ∈ ∂vC1

}
.

Let k ∈ {1, . . . , r}. Suppose that τin(1), . . . , τin(k) and τout(1), . . . , τout(k) are
defined. We define then

τin(k + 1) = min
{
j ≥ τout(k) : xj ∈ ∂vCk+1

}
,

τout(k + 1) = max
{
j ≥ τin(k + 1) : xj ∈ ∂vCk+1

}
.

Let us fix k ∈ {1, . . . , r}. Let Bin(k) be the N1-box in ∂vCk containing xτin(k),
Bout(k) be the N1-box in ∂vCk containing xτout(k). Since Bin(k) (respectively
Bout(k)) is a good box, it contains a unique crossing cluster Cin (respectively
Cout). Moreover, we have |γ ∩ B′in(k)| ≥ N1 (respectively |γ ∩ B′out(k)| ≥ N1),
thus by property (iv) of a good box, there exists a vertex yin(k) in γ∩B′in(k)∩Cin
(respectively yout(k) in γ ∩ B′out(k) ∩ Cout). We select such a vertex according
to some deterministic rule. Thanks to the first inequality of proposition 3.5, we

γ

: ∂vCk

γlink(k)xτin(k)

Bin(k)

B′in(k)

B′out(k)

Bout(k) xτout(k)

yout(k)

yin(k)

Figure 4 – Construction of γlink(k), 1 ≤ k ≤ r

have
∀e ∈ E d({e}, ∂vCk) ≥ d({e}, ∂vΛe) ≥ (14β + 2d)N1 ,
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whence
d(E, ∂vCk) ≥ (14β + 2d)N1 .

We apply lemma 3.7 by taking the extremities of the edges of E for the set A and
∂vCk for the set I: there exists a p-open path γlink(k) joining yin(k) and yout(k)
of length at most 12βN1|∂vCk| which does not visit any edge in E. For k in
{1, . . . , r−1}, we denote by γ(k) the portion of γ between yout(k) and yin(k+1).
Let γ(0) (respectively γ(r)) be the portion of γ from y to yin(1) (respectively
from yout(r) to z). We obtain a path γ′ joining y and z by concatenating the
paths γ(0), γlink(1), γ(1), . . . , γlink(r), γ(r) in this order. We can extract from
γ′ a self-avoiding path γ′′. By construction, the edges in γ′′ \ γ are p-open. Let
us estimate the number of edges in γ′′ \ γ. Since

γ′′ \ γ ⊂
r⋃

k=1

γlink(k) ,

then

|γ′′ \ γ| ≤
r∑

k=1

|γlink(k)| ≤
r∑

k=1

12βN1|∂vCk| ≤ 12βN1

∑
e∈E
| shell(e)| .

This yields the desired result.

4 Control of the probability of being a bad box
In this section, we prove that the probability of being a (p, q)-bad N1-box

at scale 1 decays exponentially fast with N1. The main difficulty is to get an
exponential decay which is uniform in p. For that purpose, we introduce a
parameter p0 > pc(d) and we obtain an exponential decay which is uniform for
all p ≥ p0. We recall that (p, q)-good boxes at scale 1 were defined in definition
3.1.

Theorem 4.1. Let p0 > pc(d). There exist positive constants β(p0), N0(p0),
δ0(p0) and C(p0) such that

∀p ≥ p0 ∀N ≥ N0 ∀q ∈ [p, p+ δ0]

P(BN is (p, q)-bad at scale 1) ≤ exp(−C(p0)N) .

Proof. We prove here only the exponential decay for the property (iv), as the
exponential decay for the other properties (i), (ii), (iii) were already proven in
[8]. We refer also to the proof of lemma 3.5 in [11]. For given parameters p, q
satisfying pc(d) < p0 ≤ p ≤ q ≤ 1, we denote by Pp,q the probability associated
to two coupled Bernoulli percolations of parameters p, q. As usual, the coupling
is such that the edges are independent and every p-open edge is also q-open.
We define AN as the event that there exists a p-crossing cluster C in B′N and
a q-open path γ ⊂ B′N such that |γ| = N and γ does not intersect C. The
following inequality was proven in [11]:

Pp,q(AN ) ≤ Pp,p(AN ) exp

(
N log

(
1 +

q − p
p

))
.
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The quantity Pp,p(AN ) decays exponentially with N , as it satisfies property (ii)
but not (i) (see lemma 3.5. in [11]). Thus there exist positive constants κ1(p0)
and κ2(p0) depending on p0 and N0 such that

∀N ≥ 1 Pp,p(AN ) ≤ κ1(p0) exp(−κ2(p0)N) .

Now there exists a constant δ0 > 0 depending only on p0 such that, if the
parameters q and p are such that p0 ≤ p ≤ q and q − p ≤ δ0, then

κ2(p0) > log

(
1 +

δ0
p0

)
≥ log

(
1 +

q − p
p0

)
,

and so
Pp,q(BN is a (p, q)-bad box) ≤ A(p0) exp(−B(p0)N) ,

with A(p0) = κ1(p0) and B(p0) = κ2(p0) − log(1 + (q − p)/p0) . The result
follows.

We prove in the following theorem that it is possible to tune the scales lk,
k ≥ 1, in such a way that the probability of being a bad site at scale k ≥ 1
decays at least exponentially fast with Nk. We recall that good sites at scale
k ≥ 2 were defined in definition 3.3.

Theorem 4.2. Let p0 > pc(d). Once p0 is fixed, we choose β(p0) > 0 given
by theorem 4.1. There exist positive constants β(p0), δ0(p0), C(p0), R and l0
such that, for any non-decreasing sequence of scales (lk)k≥1 satisfying l1 ≥ l0,
we have

∀p ≥ p0 ∀q ∈ [p, p+ δ0] ∀k ≥ 1

P(0 is (p, q)-bad at scale k) ≤ exp

(
−C(p0)

Nk
(2R)d(k−1)

)
.

Proof. Let p0 > pc(d). We start with scale 1. Let N0(p0), δ0(p0), B(p0) associ-
ated to p0 as in theorem 4.1. Let R be the smallest integer larger than 52β. We
choose l1 ≥ max(N0, (2R)d) large enough to ensure that

d log 7 ≤ C(p0)
l1

4Rd
(7)

and

∀l ≥ l1 log 2 + d log(3l) ≤ d(log 7)l . (8)

For i ∈ Zd, the event {i is good at scale 1} depends only on the edges in
B26βN1(i). Thus, for i, j ∈ Zd, if ‖i− j‖∞ ≥ R ≥ 52β, the events

{i is good at scale 1} and {j is good at scale 1}

are independent. Thanks to theorem 4.1, there exist positive constants C(p0),
N0(p0) and δ0(p0) such that

∀q ∈ [p, p+ δ0] ∀N ≥ N0 P(BN is (p, q)-bad) ≤ exp(−C(p0)N) .
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Let now k ≥ 1 be fixed and suppose that the first k scales l1, . . . , lk have been
chosen, and that the following inequality holds:

P(0 is (p, q)-bad at scale k) ≤ exp

(
−C(p0)

Nk
(2R)d(k−1)

)
, (9)

and that two sites i, j at scale k are independent whenever ‖i − j‖∞ ≥ R. For
the scale k + 1, we have

P(0 is (p, q)-bad at scale k + 1)

= P
(
∃i ∈ B′k+1(0) : |C(k)(i)| > lk+1

)
≤

∑
i∈B′k+1(0)

∑
m>lk+1

∑
Γ∈Animals(m)

P (∀j ∈ i + Γ j is bad at scale k) ,

where Animals(m) is the set of ∗-connected sets of cardinality m containing the
site 0. We have the following bound (see for instance Grimmett [12], p85):

|Animals(m)| ≤ 7dm .

Using the translation invariance of the model, we obtain

P(0 is (p, q)-bad at scale k + 1)

≤ |B′k+1(0)|
∑

m>lk+1

∑
Γ∈Animals(m)

P (∀j ∈ Γ j is bad at scale k ) .

To bound from above the previous probability, we will use the fact that distant
sites at scale k are independent. The following lemma allows us to extract from
Γ a subset Γ0 in which sites are at mutual distances larger or equal than R.

Lemma 4.3. Let Γ be a finite subset of Zd. There exists a subset Γ0 of Γ such
that |Γ0| ≥ |Γ|/Rd and

∀ i, j ∈ Γ0 i 6= j =⇒ ‖i− j‖∞ ≥ R .

Proof. The following collection of sets forms a partition of Zd:

i+RZd, i ∈ BR .

Therefore the set Γ can be partitioned as follows:

Γ =
⋃
i∈BR

(
(i+RZd) ∩ Γ

)
.

Since |BR| = Rd, then there exists i0 such that the set Γ0 = (i0 + RZd) ∩ Γ
satisfies the conditions stated in the lemma.

Let Γ be a fixed lattice animal. Let Γ0 be a subset of Γ that satisfies the
conditions stated in lemma 4.3. Let i 6= j ∈ Γ0. By the induction hypothesis, the
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events {i is good at scale k} and {j is good at scale k} are independent. Using
the inequality of the induction hypothesis, we have thus

P(0 is (p, q)-bad at scale k + 1)

≤ (3lk+1)d
∑

m>lk+1

∑
Γ∈Animals(m)

P (∀j ∈ Γ j is bad at scale k )

≤ (3lk+1)d
∑

m>lk+1

∑
Γ∈Animals(m)

P (∀j ∈ Γ0 j is bad at scale k )

≤ (3lk+1)d
∑

m>lk+1

∑
Γ∈Animals(m)

exp

(
−C(p0)

Nk
(2R)d(k−1)

m

Rd

)

≤ (3lk+1)d
∑

m>lk+1

7dm exp

(
−C(p0)

Nk
(2R)d(k−1)

m

Rd

)
.

Since l1 ≥ (2R)d and l1 ≤ · · · ≤ lk, then Nk ≥ (2R)dk. Using (7), we see that

∀m ≥ 1 7dm exp

(
−C(p0)

Nk
4(2R)d(k−1)

m

Rd

)
≤ 1 (10)

and
exp

(
−C(p0)

3Nk
4(2R)d(k−1)Rd

)
≤ 1

73d
≤ 1

2
.

It follows that

P(0 is (p, q)-bad at scale k + 1)

≤ (3lk+1)d
∑

m>lk+1

exp

(
−C(p0)

3Nk
4(2R)d(k−1)

m

Rd

)

≤ 2(3lk+1)d exp

(
−C(p0)

3Nk
4(2R)d(k−1)

lk+1

Rd

)
. (11)

The condition (8) on l1 and the fact that l1 ≤ · · · ≤ lk+1 imply that

log 2 + d log(3lk+1) ≤ d(log 7)lk+1 . (12)

Thanks to inequalities (10) and (12), we obtain

2(3lk+1)d exp

(
−C(p0)

Nk+1

4(2R)d(k−1)Rd

)
≤ 1 . (13)

Finally, combining inequalities (11) and (13), we obtain

P(0 is (p, q)-bad at scale k + 1) ≤ exp

(
−C(p0)

Nk+1

(2R)dk

)
.

This yields the inequality at rank k + 1.
For i ∈ Zd, the event {i is good at scale k + 1} depends on the states of the

sites in
Bk+1(i) =

{
l ∈ Zd : ‖l− j‖∞ ≤ 2lk+1, j ∈ B′k+1(i)

}
.

Indeed, for j ∈ B′k+1(i), in order to determine whether |C(k)(j)| ≤ lk+1 or not,
we only need to reveal the states of the sites in Bk+1(i). By the induction
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hypothesis, two sites l,m at scale k are independent whenever ‖l−m‖∞ ≥ R.
Now, if ‖i− j‖∞ ≥ R, then

∀l ∈ Bk+1(i) ∀m ∈ Bk+1(j) ‖l−m‖∞ ≥ Rlk+1 − 8lk+1 ≥ R

and the events {i is good at scale k + 1} and {j is good at scale k + 1} are in-
dependent. This concludes the induction.

For k ≥ 1, we define the trace γ(k) of γ on the lattice at scale k as

γ(k) =
{
i ∈ Zd : BNk(i) ∩ γ 6= ∅

}
.

The following lemma gives a deterministic control on the length of this trace.

Lemma 4.4. [lemma 3.4 in [11]] For any path γ in Zd, we have

∀k ≥ 1 |γ(k)| ≤ 3d
(

1 +
|γ|+ 1

Nk

)
.

The following proposition shows that we can choose adequately the sequence
(Nk)k≥1 in order to control the quantity that appears in proposition 3.5.

Proposition 4.5. Let p0 > pc(d). Once p0 is fixed, we choose β(p0) given by
theorem 4.1. There exist positive constants l0(p0), n0, δ0(p0), A1(p0) such that,
if we define the sequence of scales (lk)k≥1 by setting N1 = l0 and

∀k ≥ 1 Nk+1 = N2d
k

and we define M = M(γ) as the smallest integer such that nM (γ) = 0, then we
have

∀p ≥ p0 ∀q ∈ [p, p+ δ0] ∀n ≥ n0

P


There exists a path γ starting
from 0 such that |γ| ≤ n and∑M
k=3 nk(γ)N2

k+1N
3d
k (3d)2k ≥ n

or NM(γ) > n1/3d

 ≤ exp
(
−A1(p0)n

1
6d2+1

)
.

Proof of proposition 4.5. Let p0 > pc(d). Let δ0(p0), C(p0), l0 be the constants
given by theorem 4.2. We can assume that l0 ≥ 2(3d)2 (if this is not the case,
we replace l0 by max(l0, 2(3d)2)). Let p > p0 and q ∈ [p, p + δ0]. Let (Nk)k≥1

be the sequence defined in the statement of the proposition. We have l1 ≥ l0
and l1 ≥ 2(3d)2. We set

∀k ≥ 1 δk =
1

N2
k+1N

3d+1
k

.

We have then

M(γ)−1∑
k=3

(3d)2kN2
k+1N

3d
k δk =

M(γ)−1∑
k=3

(3d)2k

Nk
≤
∞∑
k=3

(
(3d)2

l1

)k
≤
∞∑
k=3

(
1

2

)k
< 1 .
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We choose n0 large enough so that N1 ≤ n
1/3d
0 . Let n ≥ n0. Let M be the

largest integer such that NM ≤ n1/3d. Therefore NM+1 = (NM )2d ≤ n2/3 < n.
We have

P
(

There exists a path γ starting from 0 such that |γ| ≤ n
and

∑M(γ)−1
k=3 nk(γ)(3d)2kN2

k+1N
3d
k ≥ n or NM(γ) > n1/3d

)

≤ P

 There exists a path γ starting from 0 such that |γ| ≤ n and∑M(γ)−1
k=3 nk(γ)(3d)2kN2

k+1N
3d
k ≥

∑M(γ)−1
k=3 (3d)2kN2

k+1N
3d
k δkn

or M(γ) > M


≤ P

 There exists a path γ starting from 0 such that |γ| ≤ n and∑M(γ)−1
k=3 nk(γ)(3d)2kN2

k+1N
3d
k ≥

∑M(γ)−1
k=3 (3d)2kN2

k+1N
3d
k δkn

and M(γ) ≤M


+ P

(
There exists a path γ starting from 0

such that |γ| ≤ n and M(γ) > M

)

≤
M−1∑
k=3

P
(

There exists a path γ starting from 0
such that |γ| ≤ n and nk(γ) ≥ δkn

)
+ P

(
There exists a path γ starting from 0

such that |γ| ≤ n and nM (γ) 6= 0

)
. (14)

Let k ∈ {3, . . . ,M(γ) − 1}. To control the probability that there exists a path
γ such that nk(γ) exceeds δkn, a natural strategy would be to sum over all the
possible traces γ(k) of γ at scale k. However, this would lead to a combinatorial
term that grows too fast with n. Instead of summing over all possible traces γ(k)

at scale k, we sum over all possible traces γ(k+2) at scale k + 2 (summing over
all possible traces γ(k+1) at scale k + 1 also leads to a too large combinatorial
term). Let Γ be a set of sites at scale k + 2, we denote by Γ(k) the set of the
sites at scale k which are contained in Γ, i.e.,

Γ(k) =
⋃
i∈Γ

⋃
j∈Bk+2(i)

Bk+1(j) .

Let γ be a path starting from 0 such that |γ| ≤ n. With the previous notation,
we have that

γ(k) ⊂ γ(k+2)
(k)
.

We can therefore bound from above the number of bad sites nk(γ) at scale k
that γ crosses by the number of bad sites at scale k contained in γ(k+2)

(k)
. We

denote this number by nk+2
k (γ(k+2)), namely,

nk+2
k (γ(k+2)) =

∣∣∣{ i ∈ γ(k+2)
(k)

: i is bad at scale k
}∣∣∣ .

We denote by bxc the greatest integer smaller than or equal to the real number
x. Using lemma 4.4 together with the fact that Nk+2 < n, we obtain

|γ(k+2)| ≤ 3d
(

1 +
|γ|+ 1

Nk+2

)
≤ 3d

(
1 +

2n

Nk+2

)
≤ 3d+1 n

Nk+2
.
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We have thus

P
(

There exists a path γ starting from 0
such that |γ| ≤ n and nk(γ) ≥ δkn

)
≤ P

(
There exists a path γ starting from 0

such that |γ| ≤ n, nk+2
k (γ(k+2)) ≥ δkn

)
≤ P

( ⋃
Γ∈Animals

(⌊
3d+1n
Nk+2

⌋)
{

There exists a path γ starting from 0 such
that |γ| ≤ n, nk+2

k (Γ) ≥ δkn, γ(k+2) ⊂ Γ

})

≤
∑

Γ∈Animals
(⌊

3d+1n
Nk+2

⌋)P
(

There exists a path γ starting from 0 such
that |γ| ≤ n, nk(Γ(k))) ≥ δkn and γ(k+2) ⊂ Γ

)

≤
∑

Γ∈Animals
(⌊

3d+1n
Nk+2

⌋)P(nk(Γ(k)) ≥ δkn
)
. (15)

Let Γ be a fixed ∗-connected set of sites at scale k + 2 containing 0 and of size
b3d+1n/Nk+2c. We have

|Γ(k)| ≤ (lk+2lk+1)d|Γ| ≤ (lk+2lk+1)d
⌊

3d+1n

Nk+2

⌋
.

On the event {nk(Γ(k)) ≥ δkn}, using the same arguments as in lemma 4.3, we
can extract a subset Γ̃ of Γ(k) such that nk(Γ̃) ≥ δkn/Rd and

∀ i, j ∈ Γ̃ i 6= j =⇒ ‖i− j‖∞ ≥ R ≥ 3 .

This implies that the events {i is good at scale k} and {j is good at scale k}
are independent for i 6= j ∈ Γ̃. From the proof of lemma 4.3 and the way Γ̃ is
constructed, we see that there are at most Rd choices for the set Γ̃. Let us set

p = P(0 is bad at scale k) .

Let (Xi)i≥1 be a sequence of i.i.d. Bernoulli random variables with parameter p.
From the previous discussion, we have

P
(
nk(Γ(k)) ≥ δkn

)
≤ P

(
nk(Γ̃) ≥ δkn

Rd

)

≤ Rd P

(lk+2lk+1)d
⌊

3d+1n
Nk+2

⌋∑
i=1

Xi ≥
δkn

Rd



≤ Rd P

(lk+2lk+1)d
⌊

3d+1n
Nk+2

⌋∑
i=1

Xi ≥
δkNk+2

3(3Rlk+1lk+2)d
(lk+2lk+1)d

⌊
3d+1n

Nk+2

⌋ .

(16)
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Let us set

δ′ =
δkNk+2

3(3Rlk+1lk+2)d
=

1

3(3R)dNd−1
k+2N

2
k+1N

2d+1
k

<
1

2
.

Using theorem 4.2, we have

δ′

p
≥ 1

3(3R)dNd−1
k+2N

2
k+1N

2d+1
k

exp

(
C(p0)Nk

(2R)d(k−1)

)
.

Since Nk+1 = N2d
k , we have

δ′

p
≥ 1

3(3R)dN
4d2(d−1)+6d+1
k

exp

(
C(p0)Nk

(2R)d(k−1)

)

=
1

3(3R)dl
(2d)k(4d2(d−1)+6d+1)
0

exp

(
C(p0)l

(2d)k

0

(2R)d(k−1)

)
.

We can choose l0 large enough depending on d, β and p0 such that

∀k ≥ 1
δ′

p
≥ 8 .

As δ′ > p, we can use the Cramér-Chernoff inequality, we obtain

P

(lk+2lk+1)d
⌊

3d+1n
Nk+2

⌋∑
i=1

Xi ≥ δ′(lk+2lk+1)d
⌊

3d+1n

Nk+2

⌋
≤ exp

(
−(lk+2lk+1)d

⌊
3d+1n

Nk+2

⌋(
δ′ log

δ′

p
+ (1− δ′) log

1− δ′

1− p

))
.

Using the convexity of the function x 7→ − log(1− x), we have

∀x ∈ [0, 1/2] − log(1− x) ≤ 2(log 2)x .

Since δ′ < 1/2, we have

−(1− δ′) log
1− δ′

1− p
≤ − log(1− δ′) ≤ 2(log 2)δ′ .

We have also Nk+2 ≤ n2/3, whence⌊
3d+1n

Nk+2

⌋
≥ 3dn

Nk+2
.

As δ′/p > 8, we have

exp

(
−(lk+2lk+1)d

⌊
3d+1n

Nk+2

⌋(
δ′ log

δ′

p
+ (1− δ′) log

1− δ′

1− p

))
≤ exp

(
−(lk+2lk+1)d

⌊
3d+1n

Nk+2

⌋
(3(log 2)δ′ − 2(log 2)δ′)

)
≤ exp

(
− (3lk+2lk+1)d

Nk+2
(log 2)δ′n

)
≤ exp

(
−(log 2)

δk
3Rd

n

)
.
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Coming back to (16), we have then

P
(
nk(Γ(k)) ≥ δkn

)
≤ Rd exp

(
−(log 2)

δk
3Rd

n

)
.

Finally, inequality (15) and the previous inequality yield

P
(

There exists a path γ starting from 0
such that |γ| ≤ n and nk(γ) ≥ δkn

)
≤

∑
Γ∈Animals

(⌊
3d+1n
Nk+2

⌋)Rd exp

(
−(log 2)

δk
3Rd

n

)

≤ Rd(7d)
3d+1n
Nk+2 exp

(
−(log 2)

δk
3Rd

n

)
. (17)

Since d ≥ 2, we have

Nk+2 = N4d2

k ≥ N7d+2
k = N2

k+1N
3d+1
k Nk = Nk/δk ≥ l0/δk .

We can assume that l0 satisfies furthermore

d(log 7) 3d+1

l0
≤ log 2

6Rd
.

If it is not the case we take a larger l0. We have then

P
(

There exists a path γ starting from 0
such that |γ| ≤ n and nk(γ) ≥ δkn

)
≤ Rd exp

(
− log 2

6RdN2
k+1N

3d+1
k

n

)
. (18)

By construction, NM+1 = (NM )2d > n1/3d and so NM > n1/6d2 . We are going
to bound from above the number of bad NM -boxes that γ crosses by the number
of bad NM -boxes in the box B4n. Using theorem 4.2, we have

P
(

There exists a path γ starting from 0
such that |γ| ≤ n and nM (γ) 6= 0

)
≤ P

(
There exists i ∈ Zd such that BNM (i) ⊂ B4n

and the box BNM (i) is bad

)
≤
(

4n+ 1

2NM + 1

)d
exp

(
−C(p0)

NM
(2R)d(M−1)

)
≤ (4n+ 1)d exp

(
−C(p0)

n1/6d2

(2R)d(M−1)

)
. (19)

Since NM = l
(2d)M

0 ≤ n1/3d, there exist positive constants C and C ′ depending
on l0, d and p0 such that

M ≤ C log log n and (2R)d(M−1) ≤ (log n)C
′
.
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Thus, there exist positive constants C1 and C2 depending on d and p0 such that,
for all n ≥ n0,

P
(

There exists a path γ starting from 0
such that |γ| ≤ n and nM (γ) 6= 0

)
≤ C1 exp

(
− C2n

1/(6d2+1)
)
.

(20)

We recall that Nk+1 ≤ NM and Nk = N
1/2d
k+1 ≤ N

1/2d

M
. Since NM ≤ n1/3d,

combining inequalities (14), (18) and (20), we obtain that for l1 ≥ l0, for n ≥ n0,

P
(

There exists a path γ starting from 0 such that |γ| ≤ n
and

∑M(γ)−1
k=3 nk(γ)N2

k+1N
3d
k (3d)2k ≥ n or NM(γ) > n1/3d

)

≤
M−1∑
k=3

Rd exp

(
− log 2

6RdN2
k+1N

3d+1
k

n

)
+ C1 exp

(
−C2n

1/(6d2+1)
)

≤
M−1∑
k=3

Rd exp

(
− log 2

6Rd
n

n2/3d+(3d+1)/6d2

)
+ C1 exp

(
−C2n

1/(6d2+1)
)

≤ RdC(log log n) exp

(
− log 2

6Rd
n1/3

)
+ C1 exp

(
−C2n

1/(6d2+1)
)
.

This yields the desired result.

Remark 4.6. Let us briefly sketch our tentative to prove that the average bypass
is at most a constant by using a simple renormalization process. Let γ be the
q-geodesic between 0 and nx. Following the proof of proposition 3.6, the best
control we can hope for is∑

e∈γ
| shell(e)| ≤

∑
i∈Zd:C(1)(i)∩γ 6=∅

|C(1)(i)|2 .

Since we have no control on the dependence between γ and the states of the boxes,
we must control the sum in the right hand side uniformly over all paths starting
from 0 of length at least n. Let r be a fixed path starting from 0 of length at least
n. Since |C(1)(0)|2 does not have an exponential moment, for every constant
c0, the following probability does not necessarily decay exponentially with n:

P

 ∑
i∈Zd:C(1)(i)∩r 6=∅

|C(1)(i)|2 ≥ c0n

 .

Hence, we do not have a sufficient control on this probability in order to coun-
terbalance the combinatorial term coming from the possible choices for the path
r.

5 Conclusion
In this section, we prove the main theorem 1.2 and sketch the proof to extend

this result in the case of general distributions.
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5.1 Bernoulli case: Proof of theorem 1.2
Let p0 > pc(d).Let β(p0) given by theorem 4.1. Let δ0(p0) be given by

theorem 4.2. Let p, q be such that p0 ≤ p < q ≤ p + δ0(p0). Let x ∈ Zd \ {0}.
Let (Nk)k≥1 be a sequence, n0 and M(γ) as given by proposition 4.5. Let us
denote

λ = 32d4d2β
(3d)4N2

3N
2d
2 + d

p0
.

Let n ≥ n0. Let us assume that 0 and nx belong to Cp0 . This implies that 0 and
nx belong also to Cq. We denote by γ a geodesic between 0 and nx in Cq, i.e., γ
is a q-open path such that |γ| = DCq (0, nx). If there are several possible choices
for γ, we choose one according to some deterministic rule. Using proposition
4.5, we have

P
(
DCp

(
0̃Cp0 , ñx

Cp0
)
−DCq

(
0̃Cp0 , ñx

Cp0
)
≥ 25N1βλ(q − p)‖x‖1n

)
≤ P

(
0 ∈ Cp0 , nx ∈ Cp0 , |γ| ≤ βn‖x‖1,

DCp (0, nx)−DCq (0, nx) ≥ 25N1βλ(q − p)‖x‖1n

)
+ (1− P(0 ∈ Cp0 , nx ∈ Cp0)) + P

(
βn‖x‖1 < DCq (0, nx) <∞

)
≤ P

 0 ∈ Cp0 , nx ∈ Cp0 , |γ| ≤ βn‖x‖1,
DCp (0, nx)−DCq (0, nx) ≥ 25N1βλ(q − p)‖x‖1n,∑M(γ)−1

k=3 nk(γ)N2
k+1N

3d
k (3d)2k < βn‖x‖1, NM(γ) ≤ n1/3d


+ (1− P(0 ∈ Cp0 , nx ∈ Cp0)) + P

(
βn‖x‖1 < DCq (0, nx) <∞

)
+ exp(−A1n

1/(6d2+1)) . (21)

Using the FKG inequality, we have

P(0 ∈ Cp0 , nx ∈ Cp0) ≥ P(0 ∈ Cp0)2 > 0 . (22)

Using lemma 2.3, we have

P
(
βn‖x‖1 < DCq (0, nx) <∞

)
≤ Â exp(−B̂n) . (23)

We set
γ̃ = γ \ (B4n1/3d ∪ (B4n1/3d + nx)) .

Note that on the event {NM(γ) ≤ n1/3d}, we have γ̃ ⊂ γ. On the event
M(γ)−1∑
k=3

nk(γ)N2
k+1N

3d
k (3d)2k ≤ βn‖x‖1, |γ| ≤ βn‖x‖1

 ,

using proposition 3.5, we obtain

∑
e∈γ̃

| shell(e)|2 ≤ 32d4d2

(3d)4|γ|N2
3N

2d
2 +

M(γ)−1∑
k=3

nk(γ)N2
k+1N

3d
k (3d)2kd


≤ 32d4d2β‖x‖1

(
(3d)4N2

3N
2d
2 + d

)
n ≤ λ‖x‖1p0n .
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Hence

P

 0 ∈ Cp0 , nx ∈ Cp0 , |γ| ≤ βn‖x‖1,
DCp (0, nx)−DCq (0, nx) ≥ 25N1βλ(q − p)‖x‖1n,∑M(γ)−1

k=3 nk(γ)N2
k+1N

3d
k (3d)2k < βn‖x‖1, NM(γ) ≤ n1/3d


≤ P

 0 ∈ Cp0 , nx ∈ Cp0 , |γ| ≤ βn‖x‖1,
DCp (0, nx)−DCq (0, nx) ≥ 25N1βλ(q − p)‖x‖1n,∑

e∈γ̃ | shell(e)|2 ≤ λp0‖x‖1n, NM(γ) ≤ n1/3d

 . (24)

We would like to introduce a coupling of the percolation processes with param-
eters q and p such that, if an edge is p-open, then it is q-open, and we would like
that the random path γ and the shells associated to the edges in γ are in some
sense independent from the p-state of the edges in γ̃. This is not the case when
we use the classical coupling with a unique uniform random variable associated
to each edge. For a fixed path r, given a family of shells associated with the
edges of r and a subset E of r̃, we do not use the p-state of the edges in r to
build the bypasses of the edges in E, because the existence of p-open bypasses
for the edges in E does not depend on the p-states of the edges in r. Indeed,
a bypass is a p-open path of edges which connects two vertices of r but which
does not go through an edge of r. To clarify the computations, we introduce
three sources of randomness in order to ensure that the choice of γ and its shells
are independent from the p-states of the edges in γ̃. To each edge we associate
three independent Bernoulli random variables V , W and Z of respective param-
eters q, p/q and p/q. The random variables ZV and ZW are Bernoulli random
variables of parameter p and we have

P(ZV = 0 |V = 1) = P(Z = 0 |V = 1) = P(Z = 0) = 1− p

q
=
q − p
q

.

The q-states of the edges is given by the family (Ve)e∈Ed . Once we know the
q-states of the edges, we find a geodesic γ. The p-states of the edges outside γ
is given by the family (VeZe)e∈Ed , while the p-states of the edges belonging to
γ is given by the family (VeWe)e∈Ed . More precisely, on the event {γ = r}, an
edge e ∈ r̃ is p-open ifWe = 1, whereas an edge e in Ed \ r̃ is p-open if VeZe = 1.
We denote by E the set of the p-closed edges in γ̃. The event {γ = r} depends
only on the family (Ve)e∈Ed , the event {shell(e) = Se} depends on the families
of random variables (Ve)e∈Ed and (Ze)e∈Ed . Finally the event {E = E} depends
on the random variables (We)e∈r̃. We sum over all possible realizations of γ,
(shell(e))e∈γ̃ and E :

P

 0 ∈ Cp0 , nx ∈ Cp0 , |γ| ≤ βn‖x‖1,
DCp (0, nx)−DCq (0, nx) ≥ 25N1βλ(q − p)‖x‖1n,∑

e∈γ̃ | shell(e)|2 ≤ λp0‖x‖1n, NM(γ) ≤ n1/3d


=

∑
r path

|r|≤βn‖x‖1

∑
Se,e∈r̃∑
e∈r̃ |Se|

2

≤λp0‖x‖1n

∑
E⊂r̃

P

 γ = r, E = E, ∀e ∈ r̃ shell(e) = Se
DCp (0, nx)− |r| ≥ 25N1βλ(q − p)‖x‖1n,

NM(γ) ≤ n1/3d

 .

(25)
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By proposition 3.6, we can build a path r′ such that r′ does not contain any
edge of E, the edges in r′ \ r are p-open and

|r′ \ r| ≤ 12βN1

∑
e∈E
|Se| .

We recall that we work on the event {NM(γ) ≤ n1/3d}. At this stage, the edges
in

r′ ∩ (B4n1/3d ∪ (B4n1/3d + nx))

are not necessarily p-open. We denote by y (respectively z) the first intersection
of r′ with ∂B4n1/3d (respectively the last intersection of r′ with ∂B4n1/3d + nx).
Let Cp(w) denotes the p-open cluster of w ∈ Zd. From the previous construction,
we see that Cp(y) and Cp(z) have cardinality at least n−8n1/3d. Using the result
of Kesten and Zhang in [15], we get

P(y /∈ Cp) ≤ P(n− 4n1/3d < |Cp(y)| <∞)

≤
∑

y∈∂B
4n1/3d

P(n− 8n1/3d < |Cp(y)| <∞)

≤ |∂B4n1/3d |C1 exp(−C2n
(d−1)/d) . (26)

Therefore, with probability at least 1 − 2|∂B4n1/3d |C1 exp(−C2n
(d−1)/d), the

vertices y and z belong to Cp. Applying lemma 2.3, we have

P(∃y ∈ ∂B4n1/3d , β‖y‖1 ≤ DCp(0, y) <∞)

≤
∑

y∈∂B
4n1/3d

P(β‖y‖1 ≤ DCp(0, y) <∞) ≤ |∂B4n1/3d |Â exp(−2B̂n1/3d) .

(27)

Thus with probability at least 1 − 2|∂B4n1/3d |Â exp(−2B̂n1/3d), we can join 0
and y (respectively z and nx) by a p-open path rfirst (respectively rlast) of
length at most 4dβn1/3d. By concatenating rfirst, the portion of r′ between y
and z, and rlast in this order, we obtain a p-open path r′′ that joins 0 and nx
such that

|r′′ \ r| ≤ |rfirst|+ |rlast|+ |r′ \ r| ≤ 8dβn1/3d + 12βN1

∑
e∈E
|Se| . (28)

Therefore, combining inequalities (25), (26), (27) and (28), we get for n large
enough

P

 0 ∈ Cp0 , nx ∈ Cp0 , |γ| ≤ βn‖x‖1,
DCp (0, nx)−DCq (0, nx) ≥ 25N1βλ(q − p)‖x‖1n,∑

e∈γ̃ | shell(e)|2 ≤ λp0‖x‖1n, NM(γ) ≤ n1/3d


≤

∑
r path

|r|≤βn‖x‖1

∑
Se,e∈r̃∑
e∈r̃ |Se|

2

≤λp0‖x‖1n

∑
E⊂r̃

P
(

γ = r, E = E, ∀e ∈ r̃ shell(e) = Se
12N1

∑
e∈E |Se| ≥ 24N1(q − p)λ‖x‖1n

)

+ 2|∂B4n1/3d |
(
C1 exp(−C2n

(d−1)/d) + Â exp(−2B̂n1/3d)
)
. (29)
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Using the definition of our coupling, we get∑
r path

|r|≤βn‖x‖1

∑
Se,e∈r̃∑

e∈r̃ |Se|
2≤λp0‖x‖1n

∑
E⊂r̃

P
(
γ = r, E = E, ∀e ∈ r̃ shell(e) = Se∑

e∈E |Se| ≥ 2λ(q − p)‖x‖1n

)

≤
∑
r path

|r|≤βn‖x‖1

∑
Se,e∈r̃∑
e∈r̃ |Se|

2

≤λp0‖x‖1n

P
(

γ = r, ∀e ∈ r̃ shell(e) = Se∑
e∈r̃(1−We)|Se| ≥ 2λ(q − p)‖x‖1n

)

=
∑
r path

|r|≤βn‖x‖1

∑
Se,e∈r̃∑
e∈r̃ |Se|

2

≤λp0‖x‖1n

P
(
γ = r, ∀e ∈ r̃ shell(e) = Se

)

× P

(∑
e∈r̃

(1−We)|Se| ≥ 2λ(q − p)‖x‖1n

)
. (30)

In the last step, we used the fact that the random variables (We, e ∈ r̃) are
independent from the event {γ = r} and the shells (shell(e), e ∈ r̃). Let us set

U =
∑
e∈r̃

(1−We)|Se| .

We have

E (U) =
q − p
q

∑
e∈r̃

|Se| ≤ λ(q − p)‖x‖1n (31)

and

Var (U) ≤ Var(1−W )
∑
e∈r̃

|Se|2 ≤ λ
p0

4
‖x‖1n . (32)

Using the Markov inequality and inequalities (31) and (32), we get

P

(∑
e∈r̃

(1−We)|Se| ≥ 2λ(q − p)‖x‖1n

)
≤ P

(
|U − E(U)| ≥ λ(q − p)‖x‖1n

)
≤ Var(U)

(λ(q − p)‖x‖1n)
2 ≤

p0

4λ(q − p)2‖x‖1n
.

(33)

Finally, combining inequalities (21), (22), (23), (29), (30) and (33), we deduce
the existence of a real number p(p0, p, q) > 0 such that, for n large enough,

P
(
DCp

(
0̃Cp0 , ñx

Cp0
)
−DCq

(
0̃Cp0 , x̃Cp0

)
≤ 25N1βλ(q − p)‖x‖1n

)
≥ p(p0, p, q) .

Let δ > 0. Thanks to the convergence of the regularized times given by propo-
sition 2.1, we can also choose n large enough such that

P

(
µp(x)− δ ≤ DCp(0̃Cp0 , ñx

Cp0 )

n

)
≥ 1− p(p0, p, q)

3
,

30



P

(
DCq (0̃Cp0 , ñx

Cp0 )

n
≤ µq(x) + δ

)
≥ 1− p(p0, p, q)

3
.

The intersection of the three previous events has positive probability. On this
intersection, we have

µp(x)− δ ≤ µq(x) + δ + 25N1βλ(q − p)‖x‖1 .

This inequality occurs with positive probability, yet all the quantities in it are
deterministic. By taking the limit when δ goes to 0, we get

µp(x) ≤ µq(x) + 25N1βλ(q − p)‖x‖1 .

Thus for all p ≥ p0 and p < q ≤ p + δ0, there exists a positive constant C ′(p0)
such that

∀x ∈ Zd µp(x)− µq(x) ≤ C ′(p0)(q − p)‖x‖1 .

We recall that the map p 7→ µp is non-increasing. We consider now the case
q > p+ δ0. We write q − p = kδ0 + r with k ∈ N and 0 ≤ r < δ0. We obtain

µp(x)− µq(x) =

k−1∑
i=0

µp+iδ0(x)− µp+(i+1)δ0(x) + µq−r(x)− µq(x)

≤
k−1∑
i=0

C ′(p0)δ0‖x‖1 + C ′(p0)r‖x‖1 = C ′(p0)(kδ0 + r)‖x‖1

= C ′(p0)(q − p)‖x‖1 . (34)

By homogeneity, (34) also holds for all x ∈ Qd. Let us recall that for all x, y ∈ Rd
and p ≥ pc(d), we have (see for instance theorem 1 in [3])

|µp(x)− µp(y)| ≤ µp(e1)‖x− y‖1 . (35)

Moreover, by compactness of Sd−1, there exists a finite set (y1, . . . , ym) of ra-
tional points of Sd−1 such that

Sd−1 ⊂
m⋃
i=1

{
x ∈ Sd−1 : ‖yi − x‖1 ≤ (q − p)

}
.

Let x ∈ Sd−1 and yi such that ‖yi− x‖1 ≤ (q− p), using inequality (35), we get

|µp(x)− µq(x)| ≤ |µp(x)− µp(yi)|+ |µp(yi)− µq(yi)|+ |µq(yi)− µq(x)|
≤ µp(e1)‖yi − x‖1 + C ′(p0)(q − p) + µq(e1)‖yi − x‖1
≤ (2µp0(e1) + C ′(p0)) (q − p),

where we use the monotonicity of the map p→ µp in the last inequality. Finally,
for any p, q ∈ [p0, 1],

sup
x∈Sd−1

|µp(x)− µq(x)| ≤ (2µp0(e1) + C ′(p0)) |q − p| .

This yields the result.
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5.2 General distributions case
In this section, we sketch the proof for the general distributions case. The

following proposition relies on a result of Kesten (proposition (5.8) in [14]).

Proposition 5.1. Let p1 < pc(d), p0 > pc(d), M > 0, ε0 > 0 and ε 7→ δ(ε) be
a non-decreasing function such that δ(ε0) ≤ 1−p1. Let Cp0,p1,M,ε0,δ be the class
of functions defined in the statement of the result. There exist positive constants
A, B and C depending on these parameters such that, for any distribution G in
Cp0,p1,M,ε0,δ,

∀n ≥ 1 P
(

There exists a path r starting from 0
such that |r| ≥ n and TG(r) < Cn

)
≤ A exp(−Bn) .

Proof of proposition 5.1. Let H be the distribution such that H({0}) = p1, for
every ε ≤ ε0, we have H(]0, ε]) = δ(ε) and H({ε0}) = 1 − H([0, ε0[). Using
proposition 5.8 in [14], there exist positive constants A, B and C depending on
the distribution H such that

∀n ≥ 1 P
(

There exists a path r starting from 0
such that |r| ≥ n and TH(r) < Cn

)
≤ A exp(−Bn) .

By construction, any distribution G in Cp0,p1,M,ε0,δ stochastically dominates H.
Let n ≥ 1. Using the stochastic domination, we have

P
(

There exists a path r starting from 0
such that |r| ≥ n and TG(r) < Cn

)
≤ P

(
There exists a path r starting from 0
such that |r| ≥ n and TH(r) < Cn

)
≤ A exp(−Bn) .

This yields the result.

The proof of the result for general distributions uses the same strategy as
the proof of theorem 1.2, so we will only sketch the arguments.

Proof. Let p1 < pc(d), p0 > pc(d) M > 0, ε0 > 0 and ε 7→ δ(ε) be a function.
Let G and F be two distributions on [0,+∞[ in Cp0,p1,M,ε0,δ. Let p < q ∈ [p0, 1].
We define Gp and Fq as

Gp = pG+ (1− p)δ∞ and Fq = q F + (1− q)δ∞ .

We write q − p = kδ0/2 + r with k ∈ N and 0 ≤ r < δ0/2. We have

|µFq (x)− µGp(x)|

≤ |µFq (x)− µGq−r (x)|+
k−1∑
i=0

|µGp+(i+1)δ0/2
(x)− µGp+iδ0/2(x)| . (36)

Let i ∈ {0, . . . , k − 1}. We introduce next a coupling between Gp+iδ0/2 and
Gp+(i+1)δ0/2. To each edge e ∈ Ed, we associate three random variables: one
uniform random variable U(e) on [0, 1], two Bernoulli random variables V (e)
and W (e) of parameters p+ (i+ 1)δ0/2 and δ0/2. We set

tGp+(i+1)δ0/2
(e) =

{
G−1(U(e)) if V (e) = 1
+∞ otherwise
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and
tGp+iδ0/2(e) =

{
G−1(U(e)) if V (e)W (e) = 1
+∞ otherwise, .

With this coupling, we have

∀e ∈ Ed tGp+iδ0/2(e) ≥ tGp+(i+1)δ0/2
(e),

thus µGp+iδ0/2 stochastically dominates µGp+(i+1)δ0/2
. Since G ∈ Cp0,p1,M,ε0,δ,

we have G([0,M ]) ≥ 1− δ0/2 and therefore

Gp+(i+1)δ0/2([0,∞[)−Gp+iδ0/2([0,M ])

≤ p+ (i+ 1)
δ0
2
−
(
p+ i

δ0
2

)(
1− δ0

2

)
≤ δ0 .

Let n ≥ 1. Let us assume that 0 and nx belong to Cp0,M , the infinite clus-
ter made of edges e such that tGp0 (e) ≤ M . Let γ be a geodesic between 0
and nx for the passage times (tGp+(i+1)δ0/2

(e))e∈Ed . For some edges e ∈ γ, we
have tGp+iδ0/2(e) = ∞. We would like to bypass these edges using only edges
e ∈ Ed such that tGp+iδ0/2(e) ≤M . We control the length of the bypasses using
the same strategy as in the Bernoulli case. Up to choosing a smaller δ0, we can
assume that

Gp+iδ0/2([0,M ]) =

(
p+ i

δ0
2

)(
1− δ0

2

)
≥ p0

(
1− δ0

2

)
> pc(d) .

We say that the edge e isGp+iδ0/2([0,M ])-open (respectivelyGp+(i+1)δ0/2([0,∞[)-
open) if tGp+iδ0/2(e) ≤M (respectively tGp+(i+1)δ0/2

(e) <∞). The shells are now
made of (Gp+iδ0/2([0,M ]), Gp+(i+1)δ0/2([0,∞[))-good boxes. Let (shell(e))e∈γ
be a family of shells as in proposition 3.5. We can build γ′ and γ′′ as in the
Bernoulli case, where γ′′ is a path between 0 and nx whose edges have finite
passage times for the distribution Gp+iδ0/2. With this coupling, the passage
times coincide for the two distributions on γ′′ ∩ γ. Thus, we have

TGp+iδ0/2(γ′′)

≤ TGp+iδ0/2(γ(first)) + TGp+iδ0/2(γ(last)) + TGp+iδ0/2(γ ∩ γ′′) + TGp+iδ0/2(γ′ \ γ)

≤ 4dMβn1/3d + TGp+(i+1)δ0/2
(γ) + 12βN1M

∑
e∈γ
| shell(e)|1W (e)=0 .

We need then to control the length of γ. We have

Gp+(i+1)δ0/2([0,M ]) ≥ p0 .

Since 0 and nx belong to Cp0,M , then 0 and nx also belong to Cp+(i+1)δ0/2,M , the
infinite cluster made of edges e such that tGp+(i+1)δ0/2

(e) ≤M . Using lemma 2.3,
we obtain that, with high probability,

DCp+(i+1)δ0/2,M (0, nx) ≤ βn‖x‖1,

which implies further that

TGp+(i+1)δ0/2
(γ) ≤Mβn‖x‖1 .
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Since Gp+(i+1)δ0/2 belongs to Cp0,p1,M,ε0,δ, we have, with high probability,

|γ| ≤ M

C
βn‖x‖1 ,

where C is the constant defined in proposition 5.1 corresponding to the class
Cp0,p1,M,ε0,δ. As in the Bernoulli case, we have, with high probability,∑

e∈γ
| shell(e)|1W (e)=0 ≤

δ0
2

M

C
A′(p0)βn‖x‖1 .

In the same way than in the Bernoulli case, we conclude that there exists a
positive constant κ that depends on p1, p0, ε0, M , δ and d such that

sup
x∈Sd−1

|µGp+iδ0/2(x)− µGp+(i+1)δ0/2
(x)| ≤ κδ0

2
.

Therefore
k−1∑
i=0

|µGp+iδ0/2(x)− µGp+(i+1)δ0
/2(x)| ≤ κ k δ0

2
.

The last step of the proof consists in controlling the quantity |µFq (x)−µGq−r (x)|.
We use again the same strategy. We introduce a specific coupling. To each edge
e ∈ Ed, we associate three random variables: a uniform random variable U(e)
on [0, 1], two Bernoulli random variables V (e) and W (e) of parameters q and r.
We set

tFq (e) =

{
F−1(U(e)) if V (e) = 1
+∞ otherwise

and
tGq−r (e) =

{
G−1(U(e)) if V (e)W (e) = 1
+∞ otherwise.

We consider the geodesic γ between 0 and nx for the passage times (tFq (e))e∈Ed .
For some edges e ∈ γ, we have tGq−r (e) =∞. We shall bypass these edges using
only edges e ∈ Ed such that tGq−r (e) ≤ M . We build γ′′ as before. The main
difference is that, for edges in γ′′ ∩ γ, the passage times for the distributions Fq
and Gq−r do not coincide any more. For e ∈ γ′′ ∩ γ, we have

|tFq (e)− tGq−r (e)| =
∣∣F−1(U(e))−G−1(U(e))

∣∣ ≤ sup
t∈[0,1]

∣∣F−1(t)−G−1(t)
∣∣ .

Thus, we obtain

TGq−r (0, nx) ≤ TGq−r (γ′′) ≤ TGq−r (γ′′ ∩ γ) + TGq−r (γ
′′ \ γ)

≤ TFq (γ) + |γ| sup
t∈[0,1]

|F−1(t)−G−1(t)|+ 12βN1M
∑
e∈γ
| shell(e)|1W (e)=0 ,

where the shells are made of (Gq−r([0,M ]), Fq([0,∞[))-good boxes. We can
show as above that there exists a positive constant κ′ depending on the param-
eters of the class C such that

sup
x∈Sd−1

(
µGq−r (x)− µFq (x)

)
≤ κ′

(
sup
t∈[0,1]

|F−1(t)−G−1(t)|+ r

)
.
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To prove the converse inequality, we consider the geodesic π between 0 and nx
for the law Gq−r. Given the coupling, any edge in π has finite passage time for
the law Fq. Therefore, we have

TFq (0, nx) ≤ TFq (π) ≤ TGq−r (π) + |π| sup
t∈[0,1]

|F−1(t)−G−1(t)| . (37)

We obtain the converse inequality and therefore

sup
x∈Sd−1

|µGq−r (x)− µFq (x)| ≤ κ′
(

sup
t∈[0,1]

|F−1(t)−G−1(t)|+ r

)
. (38)

Finally, combining inequalities (36) and (38), we get

sup
x∈Sd−1

|µFq (x)− µGp(x)| ≤ max(κ, κ′)

(
|q − p|+ sup

t∈[0,1]

|F−1(t)−G−1(t)|

)
.

This yields the result.
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